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LIST OF DEFINITIONS 

Biomarker 

A characteristic that is objectively measured and that is assessed as an indicator of normal 

biological processes, pathogenic processes, or pharmacological responses to a therapeutic 

intervention. 

Effectiveness 
Refers to (the measurement of) the desired/beneficial effect of the intervention under clin-

ical practice conditions. 

Efficacy 
Refers to (the measurement of) the desired/beneficial effect of the intervention under op-

timal conditions (in the context of a clinical trial). 

Surrogate outcome meas-

ure 
A biomarker that is intended to replace a clinical outcome measure. 

Clinical outcome measure 
A characteristic or variable that reflects the patient's symptoms, functional capacity, or life 

expectancy. 

Absolute effect measures 

Measures that express the result (outcome measure) through the difference (subtraction) 

between the risks observed in the two groups. Examples of effect measures are risk differ-

ence (RD) and the number needed to be treated (NNT). Absolute effect measures reflect 

the baseline risk of a population, unlike relative measures, and are clinically more useful in 

therapeutic decisions. 

Relative effect measures 

Measures expressing the result (outcome measure) in one group over another, usually in 

the form of a split/ratio. Examples of relative effect measures are relative risk or risk ratio 

(RR), odds ratio (OR) or hazard ratio (HR). 

Safety measures 

These are the results relevant to the safety of the patient. They may be overall (e.g. serious 

adverse events, overall adverse events) or specific, in the case of adverse events of special 

interest, which are events that may be potentially related to the disease being studied (e.g. 

incidence of neoplasms, genitourinary infections).  

Clinical practice 
Standards of practice of health professionals in Portugal, measured through available 

sources. 

Connected network  
Network in which it is possible to establish a path (using the edges) from any intervention 

(vertex/node) to any other. 

Star network Intervention network only linked by a common comparator. 

Binary variables Variables that have only two possible values (for example: death). 

Categorical variables 

Variables that contain a finite and generally fixed number of values (greater than 2), which 

correspond to distinct categories or groups. Categorical data may not have a logical order. 

(e.g., body mass index [BMI] categories).  

Continuous variables 
Numeric variables that can have an infinite number of values between any two values (for 

example: height) 
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1 INTRODUCTION 

1.1 About this document 

The methodology presented in this document is intended for all those interested in the process of as-

sessing health technologies in Portugal and, in particular, for the assessors of the Committeefor Health 

Technology Assessment (CATS), applicants (MA holders), decision-makers, patient associations, 

health professionals, researchers and other interested parties. 

1.2 Objective of the document  

The purpose of this document is to guide the pharmacotherapeutic assessment and reassessment of 

medicines and other health technologies carried out by CATS, in order to clarify the methodological 

challenges encountered, also describing the assessment process. Thus, greater consistency and trans-

parency is introduced in the process and methodology used. 

1.3 Working Group 

According to INFARMED, I.P. statute, the Committeefor Health Technology Assessment (CATS), which 

supports the Directorate of Health Technology Assessment (DATS), created by Decree-Law No. 

97/2015, of 1 June 2015, in its current wording, in office since June 2016, is responsible for issuing 

opinions on matters related to the assessment and re-assessment of health technologies, in the context 

of their reimbursement and proposing measures appropriate to the interests of public health and the 

SNS regarding health technologies, within the scope of SiNATS.  

As a result of this experience, Dr. José Vinhas, in his capacity as Chairman of the Executive Committee 

of CATS (CE-CATS), proposed a working group with the purpose of reviewing the methodology for the 

pharmacotherapeutic assessment of medicines, which he coordinated. The proposed working group 

included 12 members who were part of CATS at the beginning of this review process.  

The decision to use CATS experts is essentially for two reasons: 1) they have experience in the phar-

macotherapeutic assessment of a number of medicine’s  dossiers submitted for reimbursement, and 

have thus encountered in practice the difficulties that required adequate guidance; 2) as actors in the 

assessment, they are aware of the need to harmonise the dossiers in order to ensure consistency in the 

assessment process.  

The review process also included the participation and coordination of Professor Sofia Dias, CATS 

member, professor at the University of York, and part of the team that produces health technology as-

sessment reports for the National Institute for Health and Care Excellence (NICE), an internationally 

recognised academic with extensive experience in evidence synthesis of health technologies. 

1.4 Methodology of the review process 

The review process began with the identification of the topics to be included in the new version of the 

pharmacotherapeutic methodology with a view to updating the version published in November 2016, 

according to the most recent advances in this area. The list of topics was circulated and discussed 

among the authors until a consensus list was obtained. Each topic was then assigned to a group of at 

least two people and two topics were reviewed individually by two experts, according to their individual 

interests and expertise.  
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Each group was asked to prepare a brief literature review and a list of options for possible changes 

within each topic.  

After this preparatory phase, a two-day meeting with all the authors took place in Lisbon in January 

2020. Each group briefly presented their literature review and their arguments on how the methodology 

should or should not be reviewed, followed by a discussion until consensus was reached on the content 

of each point. The deputy chairmen of CE-CATS were also present at the meeting. 

After this meeting, the authors prepared a preliminary version of the methodology review. The draft 

version was discussed by the coordinating team and sent to the authors, who revised their versions in 

light of suggestions and comments received in the meantime.  

In August 2020, the document presenting the proposed review of the pharmacotherapeutic assessment 

methodology was the subject of a broad consultation with stakeholders. To this end, a group of 

entities and individuals were contacted to give their views in writing on the new proposal for the 

methodological guidelines. Written comments were received from the following entities and in-

dividuals: Associação Nacional de Farmácias (ANF), Associação Portuguesa da Indústria Far-

macêutica (APIFARMA), Associação dos Profissionais de Registros e Regulamentação Farma-

cêutica (APREFAR), ARS Norte, Associação Portuguesa de Bioindústrias (P-BIO), Defesa do 

Consumidor (DECO), Ordem dos Enfermeiros, Ordem dos Médicos, Registro Oncológico Na-

cional (RON). 

After receiving these comments, a discussion meeting was organised in April 2021 between  CATS 

working group to discuss the comments received. The new version of the pharmacotherapeutic meth-

odology was reviewed, when this was identified as necessary, after discussion among the authoring-

team, and it was finalised by the CATS working group in May 2021. 

The team of authors prepared a response to the comments received, which was sent by INFARMED, 

I.P. to each of the entities prior to the publication of the new version of the pharmacotherapeutic meth-

odology. 

1.5 Framework  

Marketing Authorisation 

The marketing of medicines within the national territory is subject to a Marketing Authorisation (MA). In 

accordance with paragraph 2 of Article 14 of Decree-Law 176/2006, of 30 August 2006, in its current 

wording, the decision to grant a marketing authorisation to a medicine must be based exclusively on 

objective scientific criteria of quality, safety and therapeutic efficacy of the medicine in question, regard-

less of any economic considerations. To this end, in addition to the evaluation of the quality of the me-

dicinal product, a benefit-risk assessment is carried out, i.e. the assessment of the positive therapeutic 

effects of a medicinal product against its own risks as regards patients' or public health. This assessment 

is carried out by a Competent National Authority (e.g. INFARMED, I.P.) or by the European Medicines 

Agency (EMA), depending on the applicable assessment procedure, which depends on the type of prod-

uct/therapeutic area. This authorisation is the sole requirement for marketing the medicine in the juris-

diction in which it is valid. 

Reimbursement 

Following this MA, decisions on the reimbursement and pricing of a medicine can be taken at national, 

regional or local level in each EU Member State. Portugal has a National Health Service (SNS) that 

reimburses health technologies in part or in their entirety. In the case of medicines, only those that have 
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obtained the respective MA can be reimbursed. To support the reimbursement decision, a Health Tech-

nology Assessment (HTA) is carried out. In Portugal, this assessment is also carried out by INFARMED, 

I.P. as the HTA Agency (organically through DATS and CATS), regardless of the body that assessed 

the MA.  

Difference between Marketing Authorisation and Reimbursement 

Although briefly, and because it is (still) a frequent cause of confusion, it seems important to note in this 

document the differences in the assessment of medicines and other health technologies (hereinafter 

referred to as health technologies) between Regulatory Agencies and HTA Agencies, which result from 

the existence of different objectives, perspectives and assessment methodologies. While regulators as-

sess the quality, efficacy and safety of health technologies, in the perspective of a positive relationship 

between the therapeutic effects of that health technology and the respective risks in the therapeutic 

indication under assessment, HTA Agencies make a recommendation as to the reimbursement of the 

medicine or other health technology, taking into account the existence of other therapeutic alternatives 

already reimbursed and in use in clinical practice, through a comparative analysis of the efficacy and 

safety of the new medicine or other health technology compared to the alternatives commonly used in 

national clinical practice. 

It is therefore essential for applicants to plan and develop in advance the evidence needed to provide 

adequate information. This information should make it possible to answer both the questions of the 

Regulatory Agencies and the questions of the HTA Agencies, which pursue different objectives and 

assess different perspectives of health technologies through different assessment methodologies. The 

existence of gaps in the quantity and quality of available clinical evidence brings additional challenges 

to these agencies' assessments and leads to decisions being made with greater uncertainty and can be 

an obstacle to access health technologies or other health technologies for people who need them. 

Health Technology Assessment (HTA)  

As mentioned above, HTA aims to support the decision of use and reimbursement (co-payment and/or 

prior assessment) of health technologies in the SNS. This decision is based not only on the quality, 

safety and efficacy criteria required of all medicinal products, but also on comparative efficacy and safety 

criteria in order to optimise the use of available resources. 

Generally speaking, in Portugal, the public reimbursement process can be divided into the following 

phases: application, pharmacotherapeutic assessment, pharmacoeconomic assessment, negotiation 

and decision. In the pharmacotherapeutic phase of the HTA, to which this document refers, it is intended 

to ensure that no SNS reimbursement of health technologies that are not useful and/or necessary is 

recommended.  

HTA has a long tradition in Portugal and in 2015 was updated with the creation of the National Health 

Technology Assessment System (SiNATS), through Decree-Law No. 97/2015, of 1 June. SiNATS is 

constituted by the set of entities and means that carry out the HTA, and its management is entrusted to 

INFARMED, I. P.. This legal framework established the creation of CATS, an advisory committee of 

INFARMED, I. P. to support SiNATS, under the terms and conditions provided for in article 8 of Decree-

Law No. 46/2012, of 24 February, as amended by Decree-Law No. 97/2015, of 1 June, in its current 

wording. 

https://dre.pt/web/guest/pesquisa/-/search/67356991/details/normal?l=1
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1.6 Scope of application of the methodology 

As set forth in paragraphs 2 and 4 of article 7 of Administrative Rule no. 195-A/2015, of 30 June, in its 

current wording, the pharmacotherapeutic assessment of health technologies is subject to an opin-

ion/deliberation by CATS in the case of a medicine with an International Nonproprietary Name (INN) or 

therapeutic indication that is not yet been co-paid or authorised for use in the institutions and services 

under the responsibility of the Government member responsible for health and/or whenever requested 

by the competent services of INFARMED, I.P.. This document presents the assessment methodology 

generically used by CATS to issue these pharmacotherapeutic recommendations. 

It should be noted that the methodology provided herein may undergo adaptations to allow for the as-

sessment of specific health technologies/therapeutic areas, and its application to medicines already in 

well-established clinical use at a national level or frontier products (e.g. medicated medical devices) may 

not be justified. Some of these situations are foreseen in section 5. Additionally, fixed-dose combinations 

to replace single components already financed in the same doses and respective therapeutic indica-

tions, prophylactic vaccines and medicines derived from human plasma (or their recombinant or modi-

fied versions) are, in principle, excluded from this methodology. 

This document should be read in conjunction with the legal framework of Health Technology Assess-

ment in Portugal and other normative documents on this subject.  

 

1.7 Main changes in the new version  

The current version of the Pharmacotherapeutic Assessment Methodology (version 3.0), has undergone 

a major revision compared to version 2.0 of 23 November 2016, with the structure of the document 

having been changed, and new sections introduced, while other sections have undergone profound 

changes that have generally entailed new content and greater development and detail. 

In Chapter 2 (Operationalisation of the assessment), a new section has been created (2.2. Definition of 

the assessment matrix), which includes the criteria for selection of comparators, where the reasons that 

led to the revision of these criteria are developed in detail. 

In Chapter 3 (General methodology), a new section was created (3.3. Outcome measures) detailing the 

different types of outcome measures and describing the requirements for validation of a surrogate out-

come measure (3.3.3.3.). A new section has been added (section 3.4. Systematic Reviews) which 

makes recommendations on how to conduct a systematic literature review process and stresses its 

importance to the assessment process. 

A new chapter has been created (4. Comparison methods), where comparison methods are described 

in detail, including conventional meta-analysis and network meta-analysis, and adjusted indirect com-

parison methods (MAIC, STC) for use in the context of rare and ultra-rare diseases (Chapter 5). 

Chapter 6 (Subgroup analysis) has been expanded, now including greater detail, notably on the princi-

ples and criteria to be checked for the specification of subgroups within the initial assessment matrix. 

Chapter 10 (Added therapeutic value) has been completely rewritten, with the new version being more 

detailed regarding the process for recognising added therapeutic value with the aim of clarifying the 

CATS recommendation regarding the synthesis of results. 
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2 OPERATIONALISATION OF THE ASSESSMENT 

2.1 Introduction 

Health technology assessment begins with the definition of the assessment matrix, that is, by the defi-

nition of PICO. PICO is an acronym used in evidence-based practice (and specifically in Evidence-

Based Medicine) to structure and answer a clinical or medical care question. The PICO structure is also 

used to develop search strategies in the literature, for example, in systematic reviews. The acronym 

PICO means: P – Population; I – Intervention; C - Comparison, control or comparator; O – Outcome 

measures. It is this matrix that will define the terms in which the assessment will be carried out. 

2.2 Definition of the assessment matrix 

Definition of population(s)  

The population (patients) should be defined taking into account the clinical characteristics of the patients 

included in the therapeutic indication under assessment. In case the indication under assessment in-

cludes different populations distinguished by the presence of effect modifiers, or usually receiving dif-

ferent treatment, it should be considered to divide the population included in the approved indication 

into two or more populations, and to assess the treatment effect separately for each one (see also 6 

Subgroup analysis section). 

Intervention  

The intervention should include only the intervention under assessment and should not include other 

products that are not part of the indication of interest. However, if the technology under assessment is 

to be used in combination with other technologies, these should be part of the definition of the interven-

tion. 

Selection of comparators 

Comparators are all therapeutic alternatives commonly used in clinical practice in Portugal to treat the 

indication for which the medicinal product under assessment has marketing authorisation (MA). Com-

parators are options against which the new medicinal product is compared with the objective of as-

sessing whether it has additional benefit and is cost-effective.  

The selection of a given intervention as a comparator does not translate into a judgement on its efficacy, 

the only inclusion criterion being its usual use in clinical practice in Portugal. Therefore, the relevant 

comparators should not be constrained by the comparators used for the control group in clinical trials of 

the medicinal product under assessment.  

Comparators may include: 

▪ medicines with MA for the indication;  

▪ inactive therapeutic options (e.g. best supportive care, monitoring), if commonly used 

in Portuguese clinical practice for the indication; 

▪ non-pharmacotherapeutic active options (e.g. surgery), if used in Portuguese clinical 

practice for the indication; 
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▪ therapeutic sequences in which the medicinal product under assessment is used in a 

second line or another subsequent line, if applicable to the indication and if permitted 

in its MA and, if relevant, permitted in the comparators' MA. 

In exceptional cases, medicines without MA may be included as comparators for the indication provided 

that their use is well established in Portuguese clinical practice for the indication. 

At the stage of defining the assessment matrix, all relevant comparators for the indication should be 

identified.  

Justification for the identification of all relevant comparators  

The pharmacotherapeutic assessment aims to determine the efficacy, safety and added therapeutic 

value of the medicinal product under assessment in relation to each of its comparators. As pharma-

cotherapeutic assessment is comparative, the results and conclusions necessarily depend on the effi-

cacy and safety of all relevant comparators because the additional benefits of the medicinal product 

under assessment depend on the evidence on various measures of efficacy and safety, namely the 

magnitude of differences from comparators and the uncertainty about these differences.  

Justification for the inclusion of comparators that are medicines without an MA for the indica-

tion, but that are commonly used in Portuguese clinical practice for the indication 

There are specific clinical situations where clinical practice includes the use of a non-MA medicinal 

product for an indication. For the therapeutic assessment to reflect the comparators in Portuguese clin-

ical practice, it is necessary to include these medicinal products as comparators. If these medicinal 

products are not included, therapeutic and cost-effectiveness assessments may conclude that the 

added value of the medicinal product is greater than it actually is.  

Justification for inclusion of inactive therapeutic options  

Inactive therapeutic options, such as improved supportive care or monitoring, are relevant for indications 

where Portuguese clinical practice includes them as therapeutic options. Even if there are medicinal 

products with an MA for an indication where better supportive care or monitoring are options, it is nec-

essary to include these in the medicinal product assessment. The exclusion of these options may lead 

to the additional benefits of the medicine being overestimated or its costs underestimated because these 

options may offer advantages in terms of adverse effects or costs. As such, their exclusion could have 

adverse consequences for the conclusion on their added value and the price at which they will be reim-

bursed by the SNS.  

Justification for inclusion of active non-pharmacotherapeutic options  

Non-pharmacotherapeutic active options are treatments that do not involve medicinal products, such as 

surgery, physiotherapy, psychological counselling, etc. As discussed above, the exclusion of these op-

tions, when they are part of the therapeutic stockpile in Portuguese clinical practice, may lead to the 

additional benefits of the medicine being overestimated or its costs underestimated, with adverse con-

sequences for the reimbursement decision.  

Justification for consideration of therapeutic sequences  

Therapeutic sequences are relevant when patients can be treated with one of the pre-existing first-line 

treatment options, with the new medicinal product being reserved if the first-line treatment is not effec-

tive. In cases where the efficacy of the new second-line medicinal product is high, and pre-existing 
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therapeutic options have some efficacy, high safety and the duration of treatment is short, the therapeu-

tic sequence may have similar efficacy to the new medicinal product. Therapeutic sequences are rele-

vant when the MA does not restrict the medicine to a particular therapeutic line.  

Definition of efficacy and safety measures and classification of their importance 

A set of outcome measures should be proposed, related to the efficacy and safety of the intervention. 

These measures should allow for a comprehensive view of the effect of treatment and should include 

measures relevant to the patient. To this end, measures that assess the patient's symptoms, functional 

capacity or life expectancy, i.e. mortality, morbidity (symptoms and complications), duration of illness, 

and health-related quality of life (HRQoL) are considered relevant to the patient. 

Therapeutic efficacy and safety measures must be classified, according to the degree of importance 

attributed to them, as critical and important but not critical, according to the CATS assessment method-

ology. Therapeutic efficacy and safety measures should be considered critical when, from the evalua-

tor's perspective, they may influence the direction of the assessment. As a general rule, measures that 

assess symptoms, functional capacity or patient life expectancy, i.e. mortality, morbidity (symptoms and 

complications), duration of illness, and health-related quality of life, should be considered critical. 

The classification is made on a scale of one to nine: measures classified as important should be quan-

tified with a score between four and six and measures classified as critical between seven and nine. 

The final score assigned to the outcome measures should be the average of the scores assigned by 

each of the Assessment Group members during the meeting to discuss the assessment matrix. The 

score is rounded to the nearest whole number, whereby decimal places are disregarded and, where the 

number after the comma is five or more, this number is increased by one (1). 

2.3 Conclusions 

Health technology assessment starts by defining the structure of PICO.  

All therapeutic alternatives that are commonly used in clinical practice in Portugal to treat the indication 

for which the medicinal product under assessment has marketing authorisation and the applicant has 

applied for funding should be selected as comparators. The selection of a given intervention as a com-

parator does not translate into a judgement on its efficacy, the only inclusion criterion being its usual 

use in clinical practice in Portugal. 

A set of outcome measures should be proposed, related to the efficacy and safety of the intervention. 

These measures should allow for a comprehensive view of the effect of treatment and should include 

measures relevant to the patient. To this end, measures that assess the patient's symptoms, functional 

capacity or life expectancy, i.e. mortality, morbidity (symptoms and complications), duration of illness, 

and health-related quality of life, are considered as relevant to the patient. 
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3 GENERAL METHODOLOGY 

3.1 The relevance of the certainty of results 

The aim of HTA is to inform decision-makers, with as much confidence as possible, about whether there 

is available evidence that proves the benefits or harms of a specific intervention compared to alternatives 

already used in clinical practice. 

For the assessment of the added therapeutic value, the Evidence-Based Medicine methodology is used. 

Note, that in medicine the benefit of interventions is assessed in terms of probability: benefit is demon-

strated when the intervention increases the probability of a given beneficial outcome or reduces the 

probability of a non-beneficial outcome. 

Evidence-Based Medicine allows us to assess the extent to which the available evidence is reliable. To 

this end, it uses a set of internationally accepted rules and instruments that form the basis of benefit 

assessments. Assessments include analysing a range of details about how studies were planned, con-

ducted, analysed and published. 

Comparative randomised clinical trials are considered the most appropriate method for estimating 

measures of relative treatment effect. These should be integrated into a systematic review and synthe-

sised through meta-analysis, conventional or network (see section 4 Comparison methods). Uncertainty 

in the evidence should be identified and explored in sensitivity analyses. Non-randomised evidence can 

only be used in specific situations, which should be adequately justified (see section 5 Comparison 

methods in exceptional situations). 

It is recommended that HTA should be based only on studies with sufficient certainty of results. It is the 

responsibility of the company that holds the marketing authorisation to submit the dossiers for assess-

ment by INFARMED, I.P. including all the evidence it considers relevant. If it is apparent from the review 

of this evidence that the studies included in the submission process do not answer the research ques-

tions, it may be concluded that, with the documentation submitted, there is no evidence available to 

prove the additional benefit of a specific intervention. 

3.2 The link between certainty of results and proximity to everyday 

conditions 

It is often stated that studies with high certainty of results (for the purposes of this paper, ‘certainty of 

results’ means high confidence in effect estimates) have high internal validity, but do not always repre-

sent the population in current practice, which is usually more heterogeneous. In other words, the results 

have low external validity and are therefore not generalisable. 

However, this criticism does not result from the methodology used in the study but from the fact that the 

eligibility criteria for such studies are generally very restrictive, often excluding elderly patients or pa-

tients with multiple comorbidities; or the randomised study protocol does not reflect clinical practice (e.g. 

differences in dosage, differences in stop-restart rules, differences in patients’ previous therapy; differ-

ences in subsequent therapy, differences in monitoring intensity). Thus, increasing external validity does 

not imply reducing the certainty of results, but rather including those patient groups considered relevant. 

Thus, high certainty of results and proximity to everyday conditions are not mutually exclusive. Compar-

ative, randomised studies with high internal and external validity (e.g. pragmatic studies) are preferable. 
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3.3 Outcome measures 

There must be a prior definition of which therapeutic efficacy and safety measures will be used in the 

assessment. The therapeutic efficacy and safety measures used should be relevant to the patient. The 

following measurements are recommended for this purpose: mortality, morbidity (symptoms and com-

plications), duration of illness, and health-related quality of life. 

3.3.1. Clinical effect measures 

Clinical effect measures are characteristics or variables that reflect a patient's symptoms, functional 

capacity or life expectancy. In the context of the assessment of an intervention (e.g. a medicinal prod-

uct), the treatment effect on these measures is a change that is detectable by the patient, such as an 

improvement in symptoms, an improvement in functional capacity, a decrease in the likelihood of devel-

oping a disease or a complication of that disease, or an increase in survival. 

In health technology assessment, and in the definition of the assessment matrix, measures of clinical 

effect should preferably be valued. Therefore, and as a general rule, only measures of clinical effect 

should be given maximum importance (measures whose importance should be rated as critical). 

3.3.2. Surrogate effect measures 

For the purposes of this document, a biomarker is defined as a characteristic that is objectively meas-

ured and assessed as an indicator of pharmacological response to a therapeutic intervention.  

A surrogate effect measure is a biomarker that is intended to replace a clinical outcome measure, i.e. a 

biomarker that is expected to be able to predict clinical benefit, harm, or lack of benefit or harm. This 

expectation should be supported by robust evidence (‘validation’).  

In health technology assessment, and in the definition of the assessment matrix, surrogate effect 

measures should be valued less than clinical effect measures. Thus, and as a general rule, surrogate 

effect measures should not be accorded maximum importance (i.e. critical importance). These 

measures should generally be classified as ‘important but not critical’. 

3.3.3. Validation of surrogate effect measures  

3.3.3.1.  Introduction  

The purpose of replacing a clinical outcome measure with a surrogate outcome measure in a random-

ised trial is to allow valid statistical inference regarding the efficacy of an intervention on a clinical out-

come measure, without the effect on that clinical outcome measure having been observed. Conse-

quently, the use of a surrogate outcome measure requires extrapolation beyond the observed data to 

estimate the true benefits to be expected for patients.  

In medical research it is common to use surrogate outcome measures as substitutes for patient-relevant 

therapeutic efficacy measures, with the aim of obtaining conclusions about the efficacy of interventions 

on clinical outcome measures earlier and at lower cost. The use of surrogate outcome measures in 

clinical trials allows for a reduction in the number of participants and the duration of trials compared to 

the use of clinical outcome measures.   
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In the Committee's view, the use of surrogate outcome measures has the potential advantage of accel-

erating access to innovative technologies that offer added value for patients. However, surrogate out-

come measures are often not able to reliably predict the overall effect on clinical outcome measures. 

The aim of this section is to recommend the use of a methodology that ensures that the surrogate 

outcome measures used are able to reliably predict the overall effect of the intervention on clinical out-

come measures.  

If the evidence submitted by the Marketing Authorisation Holder (MAH) uses surrogate outcome 

measures, it should also contain information on which clinical outcome measure the surrogate measure 

replaces and include demonstration of the validation of the surrogate measures used, using the meth-

odology recommended herein.  

Studies using a surrogate outcome measure as the basis for medicinal product co-pay-

ment/funding decisions  

Studies using surrogate outcome measures often overestimate the effect of treatment (2). In recent 

years, different countries have approved a substantial number of medicinal products based on surrogate 

outcome measures (3)(4). 

The need to assess studies using surrogate outcome measures may be of particular relevance in the 

context of early assessment of the beneficial effects of medicinal products.  

3.3.3.2. Requirements of a surrogate outcome measure  

For a surrogate outcome measure to be an effective substitute for a clinical outcome measure, the 

effects of the intervention on the surrogate outcome measure must be able to reliably predict the overall 

effect on the clinical outcome measure, but in practice this condition is often not observed. Among other 

explanations for this fact, there is the possibility that the pathological process affects the clinical outcome 

measure through various causal mechanisms not mediated by the surrogate, and the effect of the inter-

vention on these causal mechanisms is different from its effect on the surrogate (5). Even more likely, 

the intervention may affect the clinical outcome measure by unrecognised, unanticipated, and unin-

tended mechanisms of action that operate independently of the pathological process (5). 

Importantly, in some cases, the biomarker is strongly predictive of survival but does not predict the effect 

of treatment on survival. CD4+ counts, used in HIV studies, are an example of such markers.  

Thus, in assessing the additional benefit of an intervention, surrogate measures of therapeutic efficacy 

may be considered as substitutes for measures of clinical efficacy provided they have been previously 

validated.   

3.3.3.3. Validation of a surrogate outcome measure  

There are no standardised procedures to validate a surrogate outcome measure. The methodological 

literature often advocates the use of correlation methods for surrogate validation, recommending that 

correlations be estimated at the individual level and at the study level (3). Thus, in their assessments of 

benefit, preference should be given to validations using these procedures. These procedures generally 

require the conduct of meta-analyses of randomised trials, reporting the surrogate and final outcomes, 

in which the effect of the intervention on the surrogate outcome measure and the clinical outcome meas-

ure is assessed. Only in exceptional cases are alternative methods considered.   
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Thus, validation goes through three stages. First, assess the biological plausibility of the relationship 

between the surrogate outcome measure and the clinical outcome measure (level three). Second, as-

sess whether there is a strong correlation between the surrogate outcome measure and the clinical 

outcome measure in different cohorts or at the individual patient level (this correlation does not validate 

the surrogate measure but may identify good prognostic markers) [level two]. Third, assess whether 

there is demonstration of a relationship between the treatment effect in the surrogate and the effect on 

the clinical outcome measure, preferably in multiple randomised trials (level one). In the case of new 

health technologies, which commonly use surrogate outcome measures, evidence should be sought 

from other studies evaluating the same or similar health technologies (including drugs from the same 

class or, if this evidence is not available, including drugs from different classes) (6). While the second 

criterion is easily met, the third is not. There is no consensus on the correlation values (thresholds) 

required for validation of a surrogate, but often correlation coefficient values (Rstudy or Rindividual) between 

0.85 and 0.955 are given. If there is not a high correlation, the surrogate threshold effect (STE) can still 

be used. This parameter is also based on the analysis of several randomised trials and defines what is 

the minimum absolute value of the effect on the surrogate that has to be observed to deduce an effect 

on the clinical outcome measure (3). Thus, the STE at which a certain level of variation in the biomarker 

turns into clinical benefit can be calculated. In both cases, certainty in the conclusions depends on pre-

specified levels of significance.   

To validate a surrogate, the correlation between the treatment effect in the surrogate and the treatment 

effect on the clinical outcome measure, assessed at the study level using the thresholds defined above, 

should be used primarily.   

Note that correlation estimators are sensitive to small changes in the data and the calculation of their 

confidence interval is problematic when the samples of the included studies are small or moderate (7). 

On the other hand, correlation measures only reflect (approximately) linear relationships between treat-

ment effects on the surrogate and the clinical outcome measure and cannot be used to demonstrate 

relationships with other forms. It is therefore important to consider the 3 stages of validation of a surro-

gate measure, as using correlation alone may exaggerate or dilute the importance of the relationship 

between the measures under consideration (8). 

It may be considered acceptable that, in exceptional situations, non-validated surrogate outcome 

measures may be accepted in cases where there is a reasonable likelihood that the marker is capable 

of predicting clinical benefit, and provided that the practical impossibility of validating the surrogate out-

come measure is demonstrated, for example because the time required to observe the event (clinical 

outcome measure) is excessively long. A practical example of this is the use of sustained virologic re-

sponse as a surrogate outcome measure of mortality or hepatocellular carcinoma in chronic hepatitis C. 

For the purposes of this ‘reasonability’ there must be at least biological plausibility (level three valida-

tion), and a correlation must be observed between the surrogate and the clinical outcome measure (level 

two validation).   

It should be noted that the existence of a correlation between the treatment effect on the surrogate and 

the treatment effect on the clinical outcome measure in an intervention with a specific mode of action 

does not necessarily mean that this correlation is observed with other interventions used to treat the 

same disease that have a different mechanism of action. Thus, validation of a surrogate outcome meas-

ure is usually done in a specific population, and for a specific intervention, i.e. validation is disease-

specific, population-specific, and therapeutic area-specific. 

Since new health technologies (using new/different mechanisms of action) are initially evaluated in stud-

ies using surrogate outcome measures, there may be no evidence based on clinical outcome measures. 

Thus, validation of the surrogate can only originate from studies with drugs with different mechanisms 

of action/different pharmaceutical classes. It is recommended that the use of surrogate outcome 
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measures that have only been validated for medicinal products used for the same indication, but with 

different mechanisms of action, only take place when there are no treatment alternatives for the indica-

tion under assessment or when there is an indication, with reasonable probability, that the new medicinal 

product may present additional benefit in relation to existing alternatives and the disease is severe or 

life-threatening.  

The conclusion about the validation of a surrogate depends on two factors: the quality of the evidence 

supporting validation and the strength of the correlation between the effect of the intervention on the 

surrogate and the effect of the intervention on the clinical outcome measure.  

In case the validation study is classified as high quality, the conclusion about the validation of the sur-

rogate depends on the strength of the correlation between the treatment effect in the surrogate and in 

the clinical outcome measure or STE value. The flow diagram in Figure 1 describes the classification 

process in detail (9).  
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Figure 1: Conclusions on the validation of the surrogate in the case of high-quality evidence 

  

CI: confidence interval; STE: Surrogate threshold effect  

Regarding correlation strength, a correlation is classified as strong if the lower limit of the confidence 

interval of the correlation coefficient R is ≥0.85, it is classified as weak if the upper limit of the confidence 

interval of R is ≤0.70, and it is classified as medium if the confidence interval of R overlaps, even partially, 

the interval between <0.85 and >0.70 (Figure 2) (9). 

In case the validation study is classified as high quality, it is considered that there is demonstration of 

validation of the surrogate if there is a strong correlation between the effect of the intervention on the 

surrogate and the effect on the clinical outcome measure; that there is no demonstration of validation of 

the surrogate if a weak correlation was observed between the effect of the intervention on the surrogate 

and the effect on the clinical outcome measure; and it is considered unclear whether the surrogate is 

validated if there is a medium correlation (Figure 1) (9). 
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In this case, the surrogate threshold effect (STE) and the confidence interval of the effect of the inter-

vention on the surrogate are used to reach a conclusion on validation (Figure 2).  

Figure 2: Classification of correlation strength as a function of the correlation between treatment effect 

on the surrogate and the clinical outcome measure 

  

In case the validation study is classified as of moderate or low quality, it is considered unclear whether 

the surrogate is validated (Table 1).   

Table 1: Validity of the surrogate outcome measure as a function of the quality of evidence (validation 

study) and the correlation between the treatment effect on the surrogate and on the clinical outcome 

measure  

Quality of evidence  Correlation  Validity  

High  

Strong  Yes  

Medium Not clear - use STE  

Weak  No  

Moderate    Not clear - use STE  

Low    
Not clear  

Very Low    

Source: adapted from IQWiG Reports – Commission No. A10-05. Validity of surrogate endpoints in oncology. Version 1.1. 

21.11.2011. (9) 

In case the validation study is classified as of moderate quality, the conclusion on the validation of the 

surrogate depends on the strength of the correlation between the treatment effect in the surrogate and 
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on the clinical outcome measure or the STE value. The flow diagram in Figure 3 describes the classifi-

cation process in detail (9). 

In case the application of this methodology leads to different results in different surrogate validation 

studies, the validation outcome is considered to be the one resulting from the majority of high-quality 

studies.   
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Figure 3: Conclusions on the validation of the surrogate in the case of moderate-quality evidence  

  

Source: Modified from Ref. (IQWiG Reports – Commission No. A10-05. Validity of surrogate endpoints in oncology. Ver-

sion 1.1. 21.11.2011. (9) 

CI: confidence interval; STE: Surrogate effect threshold  

3.3.3.4. Conclusions  

The validation of a surrogate outcome measure goes through three steps. First, assess the biological 

plausibility of the relationship between the surrogate outcome measure and the clinical outcome meas-

ure (level three validation). Second, assess whether there is a strong correlation between the surrogate 

outcome measure and the clinical outcome measure in different cohorts or at the individual patient level 

(level two validation). Third, assess whether there is demonstration of a relationship between the treat-

ment effect in the surrogate and the effect on the clinical outcome measure, preferably in multiple ran-

domised trials (level one validation).   

There is no consensus on the correlation values (thresholds) required for validation of a surrogate, but 

often correlation coefficient values (Rstudy or Rindividual) between 0.85 and 0.955 are given. If there is not 

a high correlation, the surrogate threshold effect (STE) can still be used. This parameter defines what 

is the minimum absolute value of the effect on the surrogate that must be observed to infer an effect on 

the clinical outcome measure.  

Since new health technologies (using new/different mechanisms of action) are initially evaluated con-

sidering studies using surrogate outcome measures, there may be no evidence based on clinical out-

come measures. Thus, validation of the surrogate can only originate from studies with drugs with differ-

 

Indication of an 

effect on clinical 

outcome 

Strong correlation Medium correlation Weak correlation 

Moderate confidence 

Suggestion of 

an effect on 

clinical outcome 

STE  

available 

Not validated 

95%CI of surrogate  

superior to STE 

No 

No 

Yes 

Yes 



 
25 

ent mechanisms of action/different pharmaceutical classes. In this case, and in order to assess trans-

ferability, validation studies that include several interventions in the same indication should at least in-

clude data on heterogeneity. However, the use of surrogate outcome measures that have only been 

validated for drugs used in the same indication but with different mechanisms of action is only justified 

when there are no treatment alternatives for the indication under assessment or when there is an indi-

cation, with reasonable probability, that the new drug may present additional benefit compared to exist-

ing alternatives and the disease is severe or life-threatening.  

Non-validated surrogate outcome measures may be accepted where there is a reasonable likelihood 

that the marker is capable of predicting clinical benefit, provided that the practical impossibility of vali-

dating the surrogate outcome measure is demonstrated, for example because the time required to ob-

serve the event (clinical outcome measure) is excessively long. For the purposes of this ‘reasonability’ 

there must be at least biological plausibility (level three validation), and a correlation must be observed 

between the surrogate and the clinical outcome measure (level two validation).   

If the evidence submitted by MAH uses surrogate outcome measures, it should also contain information 

on which clinical outcome measure the surrogate measure replaces and include demonstration of the 

validation of the surrogate measures used, using the methodology recommended here. 

3.4 Systematic reviews 

3.4.1. Introduction 

The systematic review is a methodological process specifically devolved to identify, select and critically 

assess the available studies on a clearly formulated question. It is fundamental to the assessment pro-

cess that the evidence base considered is comprehensive and complete. The systematic review should 

be transparent and objective in order to reduce bias and ensure that the most valid answer is obtained. 

Thus, the scientific evidence to be considered to inform the assessment and determine the comparative 

efficacy of treatment includes secondary studies, namely systematic review of clinical trials on the inter-

vention under analysis, and primary studies. Within primary studies, randomised trials provide the high-

est standard of evidence regarding the comparative efficacy of a treatment and should be preferred 

whenever possible. However, data from non-randomised studies may be required to supplement the 

available data or to provide information on other assessment parameters, such as adverse effects and 

cost. Data from the included studies can be synthesised using meta-analysis (see section 4 Methods of 

comparison). 

 

3.4.2. Research protocol 

It is the responsibility of the MA holder to systematically review relevant evidence to inform the health 

technology assessment process. This process should be conducted according to the best internationally 

established standards for systematic reviews, namely those defined by PRISMA (10) (Preferred Report-

ing Items for Systematic Reviews) and MOOSE (11) (Meta-analysis of Observational Studies) consen-

suses. Also mentioned are the EUnetHTA (European Network for Health Technology Assessment) rec-

ommendations for the information gathering process for systematic reviews and clinical efficacy assess-

ments of health technologies (12).  

This imposes the need to formulate a protocol for the conduct of the systematic review, in which the 

inclusion and exclusion criteria, effect measurement, search strategy and planned analyses are stated 

in advance. These aspects should be guided by what was previously defined as population, intervention, 
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comparators and outcome measures of interest for the assessment, and should be documented in suf-

ficient detail to ensure the transparency and reproducibility of the systematic review performed. 

3.4.3. Databases 

With regard to the sources of information to be searched, a wide range of bibliographic databases should 

be included to ensure the identification of all relevant studies for the topic under assessment. The exist-

ence of completed or ongoing clinical trials of relevance to the intervention under assessment should 

also be systematically searched and reported, including the clinicaltrials.gov and EUDRACT (European 

Union Drug Regulating Authorities Clinical Trials Database) interfaces. For different aspects of the as-

sessment, sources of information other than published literature, such as registers, may also be consid-

ered, as appropriate.  

3.4.4. Research strategy and study selection 

The research strategy must be reproducible, established in line with the framework and the final objec-

tive of the assessment. Literature selection should be based on explicit inclusion and exclusion criteria, 

using standardised and recognised methodologies. Ineligible studies should be listed, along with the 

justification for their exclusion and a flow chart summarising this information. Every effort should be 

made to include all relevant evidence, regardless of language. 

3.4.5. Assessment of the quality of evidence 

The review should reveal the best and most up-to-date evidence on the clinical efficacy of the interven-

tion in relation to its comparators. It is therefore fundamental to critically evaluate the scientific evidence 

used to make the assessment with regard to its validity, quality and applicability. Any potential biases 

that result from the design of the studies used in the assessment should be explored and documented. 

The external validity of the results of the studies included in the review should also be considered, as 

well as their applicability to Portuguese clinical practice. 

Clinical efficacy estimates of comparator treatments shall be based on data from the best quality studies 

available and shall apply, within the indication under assessment, to the typical patient in normal clinical 

circumstances, assessing relevant clinical effect measures and making comparison with appropriate 

comparators, using relative and absolute measures of efficacy and appropriate measures of uncertainty. 

Many factors can affect the overall estimate of relative treatment effect that is obtained from the system-

atic review. Differences between included studies may result from differences in patient characteristics 

(e.g., age, gender, severity of illness) or other factors, such as differences in the measurement of effect 

measures or in the context of care delivery, for example. Potential modifiers of treatment effect should 

be identified prior to data analysis, through extensive review of the topic and discussion with experts in 

the clinical discipline concerned. 

Where sufficient valid and relevant data expressed in comparable measures of effect are available, 

quantitative synthesis by meta-analysis is possible and appropriate. Similarly, where comparator treat-

ments have not been evaluated in the same randomised clinical trial, consideration should be given to 

performing network meta-analysis as appropriate. These methodologies and their application are de-

tailed in section 4.4 Network meta-analysis. 
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4 METHODS OF COMPARISON 

4.1 Introduction 

Health technology assessment evaluates the additional benefit and cost-effectiveness of an intervention 

in relation to comparators of interest. For this purpose, it uses different methods of comparison. 

Randomised clinical trials summarised in a meta-analysis (conventional or network) are preferred for 

estimating comparative effects of the intervention under study and its comparators. Non-randomised 

evidence may be accepted in specific situations, which should be adequately justified (see section 5 

Methods of comparison in exceptional situations).  

 

4.2 Direct and indirect comparisons: definitions 

Direct comparison between two specific treatments is understood as the comparison in a study of these 

two treatments, or the combination of multiple studies of these same treatments, to generate a combined 

estimate (meta-analysis) of the relative efficacy of the two treatments.  

Indirect comparison is the estimate of the relative efficacy between two or more treatments in the ab-

sence of studies that directly compare them. Mixed treatment comparison is defined as estimating the 

relative efficacy of 3 or more treatments using both direct and indirect comparisons simultaneously. The 

term network meta-analysis encompasses direct, indirect and mixed comparisons. 

When the available evidence includes several studies that compare treatments directly, sometimes the 

results of these studies are combined using meta-analytic techniques to generate a pooled estimate of 

the relative efficacy of the two treatments.  

However, sometimes there is insufficient data to reliably estimate the relative efficacy of two treatments 

or there may be a need to compare more than two treatments simultaneously, in which case it is nec-

essary to use multiple treatment comparison methods, for example network meta-analysis.  

Thus, multiple treatment comparison methods can be used to infer the relative efficacy of two or more 

treatments in the absence of studies comparing them directly or by combining direct and indirect com-

parisons.  

It is important to emphasise that, the method of meta-analysis (conventional or network) used must keep 

intact the original randomisation of the included primary studies. Comparisons that do not maintain ran-

domisation have the same value as comparisons using observational studies and are not recommended.  

Conventional or network meta-analyses (including indirect comparisons) should only be conducted if 

the available studies are comparable, homogeneous and consistent, so that the results obtained can be 

reliable. These issues are discussed in more detail in subsequent sections. 

4.3 Conventional meta-analysis 

4.3.1. Introduction 

Meta-analysis consists of the application of a set of statistical methodologies that allow the aggregation 

of results from a set of primary studies in order to generate one or more meta-analytic summary 
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measures. It is also possible to analyse the presence, magnitude and potential moderators of heteroge-

neity in the identified evidence base (13)(14)(15). This methodology of synthesis and quantitative anal-

ysis of the evidence base follows naturally from a systematic review and is usually its last phase. 

When the available evidence includes two or more studies making a direct comparison of the interven-

tions of interest, the outcomes of these studies can be combined using meta-analytic techniques to 

generate a pooled estimate of the relative efficacy of the two treatments. However, conventional meta-

analysis only allows two treatments to be compared with each other. Aggregation of distinct interventions 

to form a single ‘treatment’ for the purposes of meta-analysis is not advisable and must be clinically 

justified. When multiple treatments are under consideration, network meta-analysis methods should be 

used (section 4.4 Network meta-analysis). 

Once the measures of effect have been identified and data extracted from each primary study allowing 

their calculation and associated measures of precision (standard error or confidence intervals), it will be 

possible to calculate meta-analytic summary measures that represent in aggregate form the quantitative 

results of the included primary studies. These measures result from the aggregation of the effect 

measures of the various primary studies included, considering specific and distinct weightings for each 

study. These different weightings take into account the precision of each study included (different sam-

ple sizes, different variability) and the heterogeneity between studies. Naturally, for example, it will be 

expected that if a study has a larger number of individuals analysed, its outcome will carry more ‘weight’, 

at the time of the calculation of the summary measure, than the results of other smaller studies. 

The advantages of a meta-analysis include increased statistical power and precision, the possibility of 

answering questions not directly asked in the individual studies, and the resolution of controversies 

when individual studies reach contradictory conclusions. 

However, it should be kept in mind that the results of a meta-analysis may be affected by differences in 

the design and characteristics of the included studies and by different types of bias. 

When performing a meta-analysis it is necessary to specify the effect measure used to describe the 

efficacy of the intervention (e.g. relative risk), the statistical method of weighting (e.g. inverse variance 

weighting), model used (fixed-effects, random-effects), and the method of statistical inference (fre-

quentist or Bayesian). The variability, magnitude and relevance of differences between studies (hetero-

geneity) should also be assessed. The consistency of the results of the individual studies may influence 

the decision to combine them through a meta-analysis and the decision on the analytical model to be 

used. 

4.3.2. Factors affecting precision 

Sometimes individual studies are too small to estimate the relative efficacy of two treatments with suffi-

cient precision. The use of meta-analytic techniques to combine the results of several studies generates 

a combined estimate of the relative efficacy of the two treatments and may result in an increase in the 

precision of the estimate of treatment effect. 

The inverse variance weighting method is a simple and common method of conducting meta-analyses, 

used for both dichotomous and continuous variables. It is so called because the weight given to each 

study is the inverse of the variance of the effect estimate (i.e. one over the square of its standard error). 

More weight is given to larger studies, with smaller standard errors, than to smaller studies, which have 

larger standard errors. This harnesses the evidence from all included primary studies and minimises the 

inaccuracy (uncertainty) of the combined estimate of treatment efficacy. 

4.3.3. Fixed-effect and random-effects models 

Two statistical models are often used in meta-analyses:  
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▪ the fixed-effect model, assumes that all estimates of the intervention effect from differ-

ent primary studies estimate the same (true) effect in the population of interest, and 

that differences observed between different studies included in the meta-analysis re-

flect only random variation (due to being from one sample); 

▪ the random-effects model assumes that there is variation in the estimates of the inter-

vention effect between the included studies, in addition to random variation due to 

sampling. This model assumes that each study estimates the true effect value in the 

study population and that these true effect values follow a particular distribution. In 

general, this distribution of true effects of each study is assumed to be normal (Gauss-

ian) and the statistical estimation of the mean and variance of this distribution is sought 

in the context of a hierarchical model with two distinct levels. In this model, the included 

studies are considered to represent a random sample from a theoretical population of 

studies that answer the question of interest. 

The random-effects model can deal with heterogeneity between studies that cannot be explained by 

other factors, incorporating it in the calculation of the meta-analytic summary. In a set of heterogeneous 

studies, the random-effects model gives more weight to smaller study results than the fixed-effects 

model. The existence of a large heterogeneity among the included studies may cause problems in in-

terpreting the results of the meta-analysis, in particular, by giving more weight to the results of smaller 

studies, the random-effects model may cause problems in interpreting the results of the meta-analysis 

(small studies bias). 

The fixed-effects model only considers variability within each study, while the random-effects model also 

considers variability between studies. Consequently, the fixed-effect model gives rise to narrower con-

fidence intervals (i.e. better precision). In the absence of heterogeneity between studies, the results 

obtained with both models coincide. 

In general, meta-analytic measures can be seen as the best available answers to the research question 

at hand, provided that they result from the appropriate synthesis of the best available evidence, the 

selection of which has been made in a comprehensive and unbiased manner.  

In cases where the hypothesis of homogeneity between studies is not plausible, the random-effects 

model should be used. However, when we are faced with severe heterogeneity, there is a suggestion 

that the included studies estimate measures of effect apparently from very different realities. In this case, 

meta-analytic measures should be interpreted with particular care. Additionally, it is important to try to 

identify the causes of heterogeneity - that is, it is fundamental to identify the clinical and/or methodolog-

ical differences between the studies that may explain the observed heterogeneity.  

If there are clinical or statistical reasons to assume homogeneity in the relative effects estimated by the 

different studies, the fixed-effects method can be used. If possible, a sensitivity analysis using the ran-

dom-effects model should also be presented. However, it is generally not possible to estimate hetero-

geneity between studies with sufficient precision in meta-analyses with few studies, so a minimum of 3 

studies should be considered for a meta-analysis with a random-effects model.  

4.3.4. Heterogeneity 

Heterogeneity can be defined as any type of variability between studies: 

▪ variability in participants, interventions and outcome measures (clinical heterogeneity); 

▪ variability in study design, measurement of effect estimation and risk of bias (method-

ological heterogeneity); 
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▪ variability in the effect of the intervention to be assessed between different studies or 

in the baseline risk of different populations (statistical heterogeneity). This may be a 

consequence of both clinical and methodological heterogeneity. 

 

A meta-analysis should only be performed when a study group is sufficiently homogeneous in terms of 

participants, interventions and outcome measures.  

In case there are studies classified as having high risk of bias, these should be excluded from the meta-

analysis and only studies with low risk of bias should be included in the main analysis.  

Statistical heterogeneity will be referred to from this point on as just heterogeneity. Some variation (in-

consistency) in the results of different studies is expected due to chance alone. Variability that cannot 

be attributed to chance, reflects real differences in study results, i.e. heterogeneity. If the confidence 

intervals of the results of the different studies show little overlap, it is an indication of the presence of 

heterogeneity. This can be assessed more formally through a statistical test. 

Heterogeneity can be assessed using the X2 (Chi-square) test, based on Cochran's Q statistic. This test 

assesses whether differences between results are due to chance alone. A low p-value (or a high X2 test 

relative to degrees of freedom) is evidence of heterogeneity in the estimates of the intervention effects. 

However, caution is needed in interpreting the results from this test as it has low power when there are 

few studies included in the meta-analysis or when the sample size is small and excess power when 

there are many studies included in the meta-analysis. 

In contrast, the I2 statistic quantifies the percentage of the total variation in the estimated effects of the 

different studies included in the meta-analysis that is due to heterogeneity and not to random variability 

of a sampling nature and, therefore, should always be considered in addition to the hypothesis test 

based on Cochran's Q statistic. Some authors consider an I2 value of less than 25% to be low. There 

are no universally accepted cut-off points, however, it is generally considered that an I2 value higher 

than 40-50% configures a situation of moderate to severe heterogeneity, which should deserve particu-

lar attention and exploration. However, the I2 statistic also suffers from large uncertainty when only a 

few studies are available and is sensitive to the accuracy of the included studies. Reporting the degree 

of uncertainty of I2 (with a 95% confidence interval) is recommended. The heterogeneity estimate, τ (tau) 

or τ2 and its confidence interval should also be taken into account (16). When few studies exist, infer-

ences about heterogeneity should be cautious. As a rule of thumb, when there is severe heterogeneity 

the interpretation of meta-analytic measures should always be done with extreme caution, as they may 

then not exactly correspond to the best estimate of the treatment effect that is intended to be assessed. 

When considerable or severe heterogeneity is observed, it is important to consider the reasons that may 

explain it. In particular, heterogeneity may be due to differences between subgroups of studies. Also, 

errors in the execution of the systematic review and data extraction are a common cause of heteroge-

neity in the results. 

4.3.5. Subgroup analysis and meta-regression 

When the estimate of the intervention effect varies with different populations or with characteristics of 

the intervention such as dose or duration of treatment, this variation is known as an interaction or mod-

ification of effect. Subgroup analysis and meta-regression are methods used to determine whether there 

is interaction or whether the results are robust. The rules for defining and assessing the credibility of 

subgroup analysis are detailed in the section 6 Subgroup Analysis. 

Adjustments for meta-regression are considered observational results and should be used for explora-

tory analyses to identify effect modifiers, or to which results are sensitive, rather than main outcomes. 
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Subgroup analysis is performed to investigate heterogeneous outcomes and to answer specific ques-

tions about a particular patient group, type of intervention or type of study. The results of subgroup 

analyses can be misleading as they are not based on randomised comparisons. 

Meta-regression is an alternative method to test for differences between subgroups. In this case a ran-

dom-effects model is preferable, due to the risk of false-positive results when a fixed-effects model is 

used to compare subgroups. 

Meta-regression is an extension of subgroup analysis that allows the effect of both continuous and cat-

egorical characteristics to be investigated, and the effect of multiple comparators to be investigated 

simultaneously (if an adequate number of studies exist). Meta-regression should not be considered if 

there are fewer than 10 studies in the meta-analysis. 

In a meta-regression, the outcome measure is the estimate of the effect of the intervention and the 

explanatory variables are characteristics of the studies that may influence the effect size of the interven-

tion. To avoid risk of bias meta-regression with individual patient data is preferable but rarely possible 

in the context of pharmacotherapy assessment. The risks of potential aggregation bias should be taken 

into account when interpreting meta-regression results based on aggregate data. 

4.3.6. Meta-analysis with individual data 

Meta-analysis of individual patient or participant data (IPD) is a type of meta-analysis that involves ob-

taining and synthesising individual participant data from several related clinical trials (17). It is consid-

ered the benchmark methodology for meta-analyses and is particularly relevant for determining the ef-

ficacy of interventions given the specific characteristics of the participants. However, this IPD approach 

is not often used in practice, as obtaining data from individual participants in each study is an operation-

ally complicated task and often impossible to perform. When it is not possible to obtain individualised 

data for all studies in the meta-analysis, methods that combine individual participant data with aggre-

gated data can be used (18). 

This type of meta-analysis should be performed when conventional meta-analysis is not adequate to 

answer the pre-defined clinical question. In this case, the use of individual participant data across the 

different randomised trials allows for increased statistical power to detect distinct treatment effects. The 

availability of individual participant data facilitates the standardisation of statistical analysis across stud-

ies and the direct retrieval of the desired information, regardless of statistical significance or how it was 

reported in the individual studies. It is possible to analyse data in more detail, obtain results with longer 

follow-up, include more participants, and investigate hypotheses different from those of the original stud-

ies. It also decreases the risk of bias associated with the use of aggregate data in meta-regression. 

Meta-analysis of individual data is considered more reliable than conventional meta-analysis and may 

lead to different conclusions. However, it is an organisationally more complex, costly and time-consum-

ing technique. 

Statistical methods used in meta-analysis of individual data should preserve the clustering of participants 

in each study (19). The clustering of participants is maintained during the analysis, and two possible 

approaches can be used, one with a single stage and one using two stages. In the two-stage approach, 

first, individual participant data are analysed independently in each individual study using the statistical 

method appropriate for the type of data being analysed, which produces aggregate results for each 

study. Then, in a second stage, these data are synthesised using a model suitable for aggregated data 

analysis, in a similar way to conventional meta-analysis. Thus, fixed-effect and random-effect models 

can be used to estimate the effect of the intervention. Alternatively, a one-stage technique can be used, 

i.e. in a single model where individual data from participants in the various studies can be analysed 

simultaneously using specific techniques to maintain the grouping of patients in each study (typically a 

regression with a separate term for each study or one that varies between studies via random effects). 
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Again, it is necessary to use a specific model for the type of data to be analysed and to respect the 

assumptions of meta-analysis. These two one- or two-stage meta-analysis techniques usually yield sim-

ilar results. However, when the included studies are small and/or the effect is large or the events are 

rare, there is a risk of bias with the two-stage technique because some pre-specifications of the second 

stage may not be appropriate (20).  

It is also important to recognise that the quality of the individual data for meta-analysis is dependent on 

the quality of the original studies as well as a properly performed systematic review. Thus, a meta-

analysis of individual data should follow a pre-defined protocol and include an assessment of the quality 

of the original studies (20). If appropriate, it should be made clear how the inclusion of lower quality data 

affects the conclusions. 

4.3.7. Effect measures and their interpretation 

For binary outcome measures, the most common measures to estimate the effect of the intervention 

include hazard ratio, odds ratio and risk difference.  

For continuous outcome measures, the measure used to estimate the effect of the intervention is the 

mean difference. Its use is appropriate when the estimation of the intervention effect is done on the 

same scale for the different studies.  

When the studies to be combined use different scales the effect of the intervention in each study can be 

divided by the standard deviation to form a standardised mean difference that reflects the magnitude of 

the effect of the intervention in each study relative to the variance of the scale. The choice of the standard 

deviation to be used is not consensual and may cause bias and heterogeneity, especially in the case 

where the included studies are small - the standard deviation observed in each study is usually used. 

However, this assumes that this standard deviation is identical across all included studies which is rarely 

realistic (13)(21). The use of externally estimated standard deviations for each scale can be a solution 

and facilitates the conversion of the estimated relative effect to one of the original scales which facilitates 

interpretation (13). 

For time-to-event outcome measures, the hazard ratio is the most common measure to estimate the 

effect of the intervention. The logarithm of the hazard ratio and its standard error for each study must 

be included in the meta-analysis. Risk ratio and odds ratio (related to events occurring at a given time) 

are not equivalent to hazard ratio, and median survival times should not be used in a meta-analysis. 

The selection of the measure used to describe the combined efficacy of the intervention depends on 3 

factors: 

▪ consistency: the measure chosen should originate similar estimates in all meta-analy-

sis studies and subpopulations in which the intervention will be applied. The more con-

sistent the measure chosen, the more robust is the justification for describing the com-

bined estimate of the effect of the intervention with a single value. Relative measures 

are usually more consistent than absolute measures and therefore, meta-analyses us-

ing the risk difference should be avoided. Odds ratios and risk ratios, are usually equiv-

alent in terms of consistency; meta-analysis of odds ratios has better statistical prop-

erties, but risk ratios are easier to interpret (22)(23); 

▪ mathematical properties: the chosen measure must have the necessary mathematical 

properties to perform a valid meta-analysis where the most relevant property is the 

existence of an adequate and easily applicable estimator of its variance (22)(23); 
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▪ the measure used to describe the efficacy of the intervention should be easily inter-

pretable and applicable to the purpose of the meta-analysis. It may be suitable to per-

form a sensitivity analysis to determine whether the measure chosen to estimate the 

combined efficacy of the intervention influences the conclusions of the meta-analysis. 

 

4.3.8. Ways to report the results of a meta-analysis 

The results of a meta-analysis are usually illustrated using a forest plot: 

▪ a forest plot includes the intervention effect estimate and confidence intervals for indi-

vidual studies and from the meta-analysis; 

▪ each study is represented by a block with the estimated intervention effect and a hor-

izontal line extending to either side of the blocks; 

▪ the block area indicates the point estimate of each study included in the meta-analysis, 

while the horizontal line represents the confidence interval (usually a 95% confidence 

interval); 

▪ the confidence interval represents the intervention effect interval compatible with the 

study result;  

▪ the block size may also be indicative of the weight of the study (when the block size is 

larger, the confidence intervals are usually narrower) for the combined estimate of the 

effect of the intervention; 

▪ the combined estimate of the effect of the intervention is normally represented by a 

diamond at the end of the forest plot; 

▪ for each meta-analysis, a measure of consistency of the results of the included studies, 

such as I2 and τ (measures of heterogeneity), with the respective confidence intervals 

should also be presented.  

4.4 Network meta-analysis 

4.4.1. Introduction 

When there is insufficient data to reliably estimate the relative efficacy of two interventions or when there 

is a need to compare more than two interventions simultaneously, network meta-analysis methods need 

to be used. For example, an indirect comparison may be necessary when two interventions have not 

been directly compared in clinical trials but have a common comparator (e.g. placebo). Indirect compar-

isons are special cases of network meta-analysis where there are no studies that directly compare any 

of the interventions concerned and conventional meta-analysis is a special case that only includes two 

interventions.  

It should be noted that network meta-analysis methods are particularly relevant in cases where in current 

clinical practice, several (more than one) interventions are used for the same indication, and where there 

may therefore be several comparators selected for assessment. When there are multiple comparators 

with relevant evidence, they should be compared simultaneously in a network meta-analysis to take into 

account direct and indirect evidence and to ensure consistency of conclusions for all comparators. 
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The method for choosing the interventions to be included in the network should be specified in advance, 

be reproducible and ensure a unique network of interventions to be compared (24) (25). 

All studies comparing two or more interventions mentioned in PICO (I or C) should be included provided 

they meet the other pre-specified criteria (see section 2.2). Network meta-analyses (including indirect 

comparisons) should only be conducted when the available studies are comparable (i.e. sufficiently 

homogeneous) and of sufficient quality (see section 9.3) so that the results obtained can be relied upon. 

The network of comparisons should be designed so that the interventions included define vertices 

(nodes) and the existence of studies comparing two interventions directly define edges (note that studies 

with more than 2 arms define multiple comparisons and all should be included in the network represen-

tation). Network meta-analysis produces relative effects for all comparisons of pairs of interventions 

included in the network, provided they form a connected network, i.e. a network in which it is possible 

to establish a path (using the edges) from one intervention (vertex) to any other. Interventions that are 

not connected by edges cannot be compared. In a network with loops (i.e. where it is possible to define 

a path that starts and ends at the same vertex) the comparisons included in each loop are composed of 

direct and indirect evidence which increases accuracy but requires assessment of the consistency of 

the evidence (see section 4.4.2 and 4.4.3). 

In case the network is disconnected, the inclusion criteria can be extended to include randomised trials 

comparing additional interventions with one (or more) of the interventions under assessment, which can 

connect the network. These additional studies should meet all other inclusion criteria, including having 

a population comparable to that specified in PICO. When there is more than one additional intervention 

that may link the interventions under consideration, all linking interventions should be included so that 

all relevant evidence is considered (24).  

The inclusion of additional interventions in a connected network may be justified to increase the accu-

racy of the results. In this case, the same principles of including all interventions and additional studies 

that may increase the accuracy of the network should be followed. A sensitivity analysis should be pre-

sented with the results of the meta-analysis from the original network (including only the interventions 

mentioned in PICO). 

When it is not possible to link all the network interventions under consideration using randomised trials 

conducted in the same population, the evidence base can be extended to other populations where the 

relative effects can be assumed to be comparable or can be adjusted, for example by meta-regression. 

The use of non-randomised or observational studies to form edges connecting disconnected networks 

is discouraged because of their high potential for bias, which could contaminate any comparison that 

uses this edge to connect interventions. Given the high potential for bias, the use of population adjust-

ment methods to link disconnected networks and to include data from non-comparative (one-armed) 

studies is not recommended, except in exceptional situations. These exceptional situations are de-

scribed in the section 5 and must be adequately justified.  

There are several methods of multiple comparisons, generically called network meta-analysis, which 

include (among others) the Bucher method (26) for indirect comparisons, and frequentist and Bayesian 

methods for mixed comparisons of interventions (27). The choice of method should be individualised for 

each case taking into account the type of evidence and the structure of the network. A detailed descrip-

tion of these methodologies is beyond the scope of this document. 

Indirect comparison methods can be used to infer the relative efficacy of two interventions in the absence 

of studies that directly compare them, if there is another intervention (e.g. placebo) to link the two inter-

ventions under consideration. Bucher's method (28) should be applied exclusively to situations of indi-

rect comparisons between two interventions with a single linking intervention, where only one study is 

available for each comparison. In case there are multiple studies available for each comparison, the 
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method can only be used when these are combined using fixed-effect meta-analysis models. If multiple 

studies are pooled using meta-analysis with random-effects, Bucher's method is not appropriate. Net-

work meta-analysis methods (Bayesian or frequentist) should be used to make indirect comparisons 

with random-effects. 

Indirect comparison methods are also applicable to the comparison of multiple interventions connected 

to a single common comparator forming a star network (network of interventions only connected by a 

common comparator). The use of methods for mixed comparisons (of network meta-analysis) is recom-

mended since they are more efficient in the case of fixed-effect models and allow better estimation of 

heterogeneity in random-effect models. In a star network, the effect estimates for the comparison of any 

two interventions via the common comparator are only affected by the studies that make up that indirect 

comparison. When a fixed-effect model is used, component studies of the star network that do not in-

volve these two interventions do not affect the relative effect estimate. However, if a random-effects 

model is used, all studies contribute to the estimation of heterogeneity common to the network, which 

may affect the confidence intervals for all comparisons.  

The choice of network meta-analysis method should be separate for each case. A detailed description 

of these methodologies is beyond the scope of this document, however, we note the following points 

(see also section 4.4.3): 

▪ only methods that ensure consistency of outcomes and that use meta-analytical prin-

ciples, that is, that combine relative effects (and not absolute effects) of interventions, 

should be used. The network meta-analysis models proposed by Lu & Ades (29) and 

described in the NICE DSU documents (30) are recommended and can be estimated 

using Bayesian (31) (32) or frequentist (33) methods; 

▪ the network meta-analysis model proposed by Rücker et al (34) is also suitable, but 

estimation is performed differently, so the models described in the previous section 

are preferable for models with random effects; 

▪ the models proposed by Lumley (35) and Hong (36) include different assumptions and 

should not be used. 

4.4.2. Assumptions of a network meta-analysis 

Network meta-analysis methods are extensions of direct meta-analysis methods for comparisons of 

more than two interventions. Consequently, all the assumptions underlying the validity of conventional 

direct meta-analyses (see section 4.3) also apply to network meta-analyses and indirect comparisons.  

Participants should be comparable across included studies and should be relevant to the ongoing as-

sessment. The studies included should be sufficiently homogeneous and not differ substantially in char-

acteristics that could alter the relative effects of the interventions. The studies should include the inter-

ventions specified in PICO. The extent of interventions included to connect the network or increase the 

accuracy of the results should be adequately justified (see section 4.4.1). 

The extension of the assumptions mentioned in section 4.3 to network meta-analysis implies the follow-

ing additional points: 

▪ there should be no differences between participants included in studies comparing 

different interventions, i.e., in principle any participant could have been randomised to 

any intervention and included in any of the studies; 

▪ direct and indirect comparisons estimate the same relative effect in the included pop-

ulation. That is, for any pair of interventions, the effect of intervention X compared to 
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intervention A and the effect of intervention Y compared to A is the same as would be 

observed in a study that included interventions A, X and Y. 

By ensuring that the studies included in the network meta-analysis are sufficiently homogeneous with 

respect to clinically relevant aspects (and that all the assumptions mentioned above are fulfilled) the 

consistency of the results of the network meta-analysis or indirect comparison to be performed is, in 

theory, ensured. However, this consistency should be checked statistically whenever possible, i.e. in 

networks with loops. 

4.4.3. Technical aspects in network meta-analysis 

Models for network meta-analysis with fixed-effects or random-effects may be used, depending on the 

clinical assumptions and the variability of the studies included. In the case of random-effects models, 

the most commonly used models assume the same level of heterogeneity for all comparisons, that is, 

they estimate a heterogeneity common to all comparisons. Models that estimate different levels of het-

erogeneity for different comparisons are more complex and, in most cases, there is not enough infor-

mation to estimate them (37). Models estimating a common heterogeneity parameter are therefore ac-

ceptable. 

To ensure stable results when computing network meta-analysis results, the following points should be 

taken into consideration: 

• the intervention network must be connected (see section 4.4.1);  

• in networks with small studies or that investigate rare binary events, it is common to observe 

zero events in one or more study arms. Studies with zero events in all arms should be removed 

since they do not contribute to the estimation of relative effects. Note that the network may be 

disconnected when these studies are removed (see section 4.4.1);  

• the reference treatment should be chosen so that it is one of the vertices with more links to the 

other treatments included in the network, i.e. the treatment with the highest number of edges 

and in the centre of the network. Normally control interventions or placebos satisfy this condition 

and should be used as a reference. Theoretically the choice of reference intervention does not 

affect the results of the network meta-analysis, since all comparisons are estimated. However, 

the choice of a reference treatment with few comparisons or more distant from others in the 

network (i.e. with more edges to go through to perform comparisons) can lead to computational 

problems causing difficulties in estimation, for example a reduced speed of convergence of the 

algorithms used and high autocorrelation between estimates. 

The choice of relative effects scale for network meta-analysis should take into account the type of out-

come measure and the statistical properties of relative effects appropriate for that type of outcome 

measure (see section 4.3.7). 

In most situations, the choice of effect estimation method (Bayesian or frequentist) does not affect the 

outcome of the network meta-analysis, provided that: 

▪ the network is connected; 

▪ appropriate software is used for the model to be estimated, for example WinBUGS, 

OpenBUGS, JAGS or Stan with appropriate code for Bayesian and Stata or R methods 

using appropriate functions for frequentist methods; 

▪ there is a sufficient number of studies to estimate the level of heterogeneity in the case 

of using a random-effects model; 
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▪ there are no studies measuring discrete outcomes that have not observed events in 

one or more arms (i.e. with the presence of outcomes with zero events); 

▪ no external evidence is used in a Bayesian analysis with informative prior distributions. 

Bayesian estimation methods should be preferred when:  

▪ there are studies with zero events – the Bayesian estimation models accept results 

with zeros and are not subject to introducing bias with the need to add 0.5 to the cells 

of the arms with zeros (28). When the only connection of an intervention to the network 

is made by one or more studies with zero events observed in one of the arms, the 

network may be disconnected. In these cases, network connection should be reas-

sessed with these excluded studies. If the network is disconnected, methods that add 

0.5 to the cells of the studies with zeros required to connect the network can be con-

sidered. However, it should be noted that the results will be slightly biased (28). Studies 

in which there are no events in either arm should be excluded; 

▪ there is an insufficient number of studies to estimate heterogeneity, but it is necessary 

to consider a random-effects model due to the characteristics of the included studies 

– in this case the use of informative prior distributions for the heterogeneity parameter 

is recommended (38); 

▪ there is relevant external information that should be used as aprior distribution to esti-

mate the relative effects, for example for connection of disconnected networks. In the 

context of pharmacotherapeutic assessment, the existence of validated external infor-

mation is rare, so this scenario should only be applied in special situations and with 

adequate justification.  

In the case of using Bayesian estimation methods, the choice of prior distributions should be justified 

for all parameters to be estimated and subject to sensitivity analysis. Typically, non-informative prior 

distributions should be chosen for parameters that estimate relative (and absolute) effects of interven-

tions.  

In models with random effects it is not possible to define truly uninformative prior distributions for the 

heterogeneity parameter, so distributions considered to be weakly informative should be used. Sensi-

tivity analyses using different distributions for this parameter should be performed. Informative prior 

distributions for the heterogeneity parameter (39) can be used, but their impact should be explored in 

sensitivity analyses. 

The quality of the model fit to the data shall be assessed. This is particularly important when a fixed-

effect analysis is used, since it is essential to validate the common-effect assumption of the included 

studies, but it should also be done for random-effects models. A model with a poor fit to the included 

data indicates the possible failure of one, or more, of the assumptions inherent to the synthesis (e.g. 

excess heterogeneity or inconsistency in the evidence network). The method used to assess fit depends 

on the type of model used and must be justified in view of the synthesis method used. In general, meth-

ods of residual analysis or variance analysis are recommended. Akaike's information criterion (AIC) or 

the deviance information criterion (DIC) can be used for model comparison, respectively for frequentist 

or Bayesian synthesis methods.  

Network meta-analysis models assume homogeneity and consistency of estimates from direct and in-

direct evidence. When the network contains loops, this means that there is direct and indirect evidence 

for the comparisons involved in that loop. In these cases, the assumption of consistency can, and 

should, be assessed statistically. 
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There are methods to assess consistency between direct and indirect evidence in one loop at a time 

(locally) or in the whole network. The most appropriate method for assessing consistency depends on 

the structure of the network and the number of loops, and should be determined on a case-by-case 

basis:  

▪ for consistency assessment locally, the Bucher method (40) is suitable for networks 

with independent loops that are estimated with a fixed-effect model, and the node-

splitting method is suitable for more complex networks (41) (42); 

▪ for overall inconsistency assessment, inconsistency models can be used (43) (44); 

▪ assessment of the fit of the consistency model should be inspected and compared with 

the original network meta-analysis model; 

▪ in random effect models the heterogeneity parameter should be evaluated. A reduction 

in its estimate in the inconsistency model in relation to the original network meta-anal-

ysis is informative and suggests the existence of inconsistency between direct and 

indirect evidence. 

If inconsistency between direct and indirect evidence is detected, the inclusion of all studies should be 

reviewed to ensure that they meet the requirements of the systematic review and are relevant; the data 

extracted and included in the model should be checked to exclude the possibility of error; and the exist-

ence of risk of bias or the presence of effect-modifying variables should be explored. Methods used to 

explain heterogeneity between studies can also be used to explain inconsistency between direct and 

indirect evidence, for example meta-regression methods and subgroup consideration (see sections 

4.3.5 and 4.4.4). 

Results estimated from networks with inconsistency have a reduced confidence level and are subject to 

bias. In some cases it is possible to isolate parts of the network that are not affected by the inconsistency 

so that some comparisons may be of higher quality - this depends on the structure of the network and 

the results of the inconsistency analysis and should be investigated and justified in each case. 

For example, if a comparison in the network is formed solely by one (or more) small study(ies) with zero 

(or 100%) events in one arm, extreme and implausible relative effects can be estimated by direct evi-

dence in that comparison. However, indirect evidence can estimate more realistic relative effects if it is 

based on larger studies and with more (or fewer) events. Inconsistency can be detected in this case 

when direct evidence is compared with indirect evidence and is only caused by the extreme size of the 

direct outcomes (i.e. both types of evidence show effects in the same direction, but the size of the direct 

effect is implausible). In these cases, the acceptance of the relative effect estimated by the network 

meta-analysis can be considered credible if it is adequately justified.  

If the network structure includes a subnetwork where the inconsistency is located, but this subnetwork 

does not include the comparisons of interest for the assessment, this inconsistency can be ignored if 

the rest of the network shows no evidence of inconsistency. In this case, the main analysis should only 

include the subnetwork consistent with the full network included as a sensitivity analysis (in a random-

effects model the full network can increase the accuracy of the results by allowing more precision in 

estimating heterogeneity). 

The full results of the network meta-analysis should be reported (31) (45) (46), including: 

• diagram with the network structure and table including the data used in the synthesis; 

• table with all estimated relative effects and their confidence intervals, accompanied by a forest 

plot with these results (if possible); 
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• measure of heterogeneity and its confidence interval;  

• measures of the ranking of interventions and their uncertainty (note that the probability of an 

intervention being ‘the best’ or the SUCRA measure (47) are not sufficient to characterise the 

uncertainty in the ranking of interventions, so the rank of each intervention and its confidence 

interval should also be presented); 

• full details of the statistical model used, including software used, the reference treatment, model 

fit statistics and prior distributions used in Bayesian models. 

 

4.4.4. Meta-regression and bias adjustment 

High heterogeneity (clinical or statistical) among the included studies indicates the presence of effect-

modifying variables that interact with the treatment effect. These variables may reflect two types of var-

iation: clinical variation between treatment effects due to variability of populations, protocols or context 

in the included studies; or variation due to different quality of studies and their risk of bias. Studies 

classified as having high risk of bias should be excluded from the network and only studies with low risk 

of bias should be included in the main analysis (48). The inclusion of additional studies can be presented 

in a sensitivity analysis. 

Meta-regression methods can be used to obtain results adjusted for observable effect-modifying varia-

bles. Its simplest example is subgroup analysis, but continuous variables, for example baseline risk 

level, can also be considered (see section 4.3.5).  

In a network meta-analysis, excess variability due to effect-modifying variables can cause both hetero-

geneity and inconsistency. Meta-regression methods can be used to explain (and eliminate) heteroge-

neity and inconsistency in results (49, 50). 

Although the reasons for heterogeneity are equivalent in network and conventional meta-analysis, due 

to the inclusion of a larger number of studies and interventions that may cover a longer time horizon, 

network meta-analysis may potentially include more heterogeneous studies, for example in terms of the 

absolute baseline risk of the included patients, which may be an important effect modifier. The investi-

gation of potential absolute risk variation in the included studies, while not conclusive, is an indication 

of potential heterogeneity or inconsistency between direct and indirect evidence. In that case, it should 

be assessed whether the baseline risk level is a potential effect modifier (51). 

Various meta-regression models are possible in a network meta-analysis (51)(52). Models that assume 

a common interaction for all comparisons are the most relevant for pharmacotherapeutic assessment, 

provided they have clinical validity. However, their results are considered observational and should only 

be used for exploratory or sensitivity analyses. 

4.5 Conclusions 

When the available evidence includes two or more studies, the results of these studies can be combined 

using meta-analytic techniques to generate a combined estimate of the relative efficacy of the interven-

tions with greater statistical power and precision. 

Conventional meta-analysis allows two treatments investigated in multiple studies to be compared with 

each other. Network meta-analysis allows the comparison of multiple interventions compared across 

multiple studies, provided they form a connected network. The method for choosing the treatments to 
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be included in the network must be specified in advance, be reproducible and ensure a unique network 

of treatments to be compared.  

Network meta-analysis methods are particularly relevant in cases where several treatments are used in 

current clinical practice for the same indication, and where there may therefore be several comparators 

selected for assessment. These methods should be preferred, provided that a linked treatment network 

can be formed, based on relevant randomised trials and without high risk of bias. In case the network is 

disconnected, the inclusion criteria may be extended to include randomised trials comparing additional 

treatments with one (or more) of the treatments under assessment, which may connect the network. 

Conventional or network meta-analyses should only be conducted when the available studies are suffi-

ciently homogeneous, i.e. comparable (not differing substantially in characteristics that could alter the 

relative effects of treatments) and of such quality that the results obtained can be relied upon. 
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5 METHODS OF COMPARISON IN EXCEPTIONAL SITUATIONS  

5.1 Anchored Adjusted Indirect Comparison (MAIC, STC) 

Any meta-analysis, conventional or network, has as its main assumption that there are no differences 

in the distribution of effect-modifying variables in the included studies. However, this assumption is not 

always verified, namely when there is a high level of clinical or statistical heterogeneity between studies. 

Indirect comparisons, and meta-analyses that include few studies, are particularly vulnerable to the ex-

istence of these differences. 

Using models that adjust results based on effect-modifying variables can produce more relevant and 

credible relative effects. Meta-analysis (conventional or network) with meta-regression using individual 

participant data from all studies is the preferred method (see section 4.3.6).  

In the context of the pharmacotherapy assessment, the submitting MAH usually only has access to the 

individual data of its studies. The matching adjusted indirect comparisons (MAICs) (53) and simulated 

treatment comparisons (STCs) (54) methods were developed to deal with situations where: 

▪ an indirect comparison between two treatments is required; 

▪ there are differences in one or more effect-modifying characteristics between the pop-

ulation of studies that will form the indirect comparison; 

▪ the company has access to the individual data from its study, but not from the other 

studies. 

The MAIC method uses inverse propensity score weighting to weight the effect of treatments used in 

the population for which individual data are available, to the effect that would be observed in the study 

population for which individual data is not available. Methods typically used for this weighting give equiv-

alent results (55). The STC method uses regression to adjust the treatment effect in the population for 

which individual data are available, for the effect that would be observed in the study population for 

which individual data are not available. Random samples of the joint distribution of covariates in the 

study with aggregate data are used to calculate the predicted effect in that population using a regression 

model. However, these methods: 

▪ generally, do not make comparisons on the scale of relative effects that would be pre-

ferred in a conventional (simple or network) meta-analysis. It is recommended that 

comparisons be made on the scale chosen for the relative effects (56,57). 

▪ produce relative effects applicable to the population of one of the studies (the study 

with no individual data available), but do not ensure that the results are applicable to 

the population most relevant to the assessment (the population defined in the PICO). 

▪ assume a distribution for effect modifiers in the comparator study based only on sta-

tistical summaries described in publications.  

▪ Only allow adjustment of variables with summaries described in the publications. 

Note that, as the adjustment is made on the basis of randomised comparisons, it is not necessary (and 

is even discouraged) to adjust for purely prognostic variables. 

Furthermore, the MAIC method can only be applied when there is sufficient overlap in the distributions 

of the variables in the study population with individual data and the comparator study. When there is 



 
42 

little overlap, the method does not produce credible results (56,57). However, when there is a large 

overlap in the distributions of variables in the study population with individual data and the comparator 

study, it is not necessary to use adjustment methods since the populations are expected to be compa-

rable.  

The use of simulation in the STC method introduces additional variation. The estimated effect is not the 

average effect in the population with aggregate data, but the predicted effect in a randomly selected 

individual from that population (i.e. from the predictive distribution), which leads to overestimation of 

uncertainty in the final indirect comparison. 

The need for the use of MAIC or STC should be justified with reference to the characteristics of the 

included studies and the existing evidence to support effect modification. This type of analysis uses 

methods and assumptions that represent a departure from the methods typically used in pharmacother-

apeutic assessment and should therefore be considered less credible than meta-analysis (simple or 

network) based on randomised trials without evidence of effect modifiers. Note that the estimates ob-

tained refer to the population of the comparator study. It will be necessary to compare this population 

with the population under evaluation. 

The MAIC and STC methods do not extend to the situation where there are multiple possible indirect 

comparisons using different comparators and their assumptions are difficult to validate (56,57). There is 

therefore the possibility of heterogeneity of results in assessments of different products for the same 

therapeutic area, which derives from the choice of studies used for adjustment and which had individual 

data available in each circumstance.  

The multi-level network meta-regression (ML-NMR) method (58) is an alternative that allows for the 

adjustment of the effects of a treatment network to the study population, avoids the risk of clustering 

bias and produces directly interpretable results despite having a more complex implementation. The 

choice of population for which effects are adjusted should be adequately justified. 

5.2 Use of non-randomised studies 

When there is quality evidence from randomised comparative trials, non-randomised evidence can be 

used to complement, but not replace, the evidence from randomised trials, for example to validate its 

application to the Portuguese context. 

However, in exceptional situations, due to lack of randomised studies, it may be necessary to consider 

non-randomised, or ‘real world’ evidence. Note that this type of evidence has a high risk of bias. How-

ever, non-randomised studies may be acceptable to inform specific endpoints (e.g. long-term safety), 

provided it is based on the type of study most appropriate for the purpose and minimises the risk of bias 

(e.g. where there is a history of controlled studies, appropriately adjusted). This type of evidence can be 

used to define the patient's clinical history in the absence of treatment, to compare safety data, and to 

inform efficacy endpoints in cases where randomised trials are clearly not feasible, for example in the 

case of rare or ultra-rare diseases. 

The MAIC and STC methods can also be used to make comparisons between single-arm studies or to 

connect disconnected networks. Given the high potential for bias, the use of population adjustment 

methods to link disconnected networks and to include data from non-comparative (one-armed) studies 

is not recommended except in exceptional situations that should be justified in detail (56,57). In partic-

ular, unanchored indirect comparison methods should not be used when an anchored comparison is 

possible as they have a higher potential for bias and less precision than anchored comparisons. 

Of these exceptional situations, the following stand out: 
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▪ rare diseases, defined by a prevalence of less than five in 10,000 people, where there 

are no therapeutic alternatives, or where the effect of these alternatives is unproven 

or uncertain, or where the treatment includes medicines with well-established use. 

▪ ultra-rare diseases, defined as a disease with a prevalence of ≤ one patient per 

100,000 people. 

In these cases, where there is no evidence from randomised trials, the use of unanchored adjusted 

indirect comparisons (MAIC and STC) from single-arm studies is considered acceptable as demonstra-

tion of additional proof of benefit.  

Both MAIC and STC should be used simultaneously. Demonstrating proof of additional benefit will imply 

that the two methods (MAIC and STC) give concordant results. The use of alternative methods should 

be adequately justified. 

An unanchored comparison assumes that the absolute effect of the intervention can be predicted based 

on population characteristics, i.e. it assumes that all prognostic and effect-modifying variables are in-

cluded in the prediction model. This assumption is stronger than the assumption used in anchored com-

parisons in which it is not necessary to consider predictor variables, and virtually impossible to verify. 

The failure of this assumption implies a level of bias in the comparisons made which is difficult to quan-

tify. When effect measures based on unanchored comparisons are used, it is necessary to demonstrate 

the plausible error size due to the lack of inclusion of variables in the adjustment of the estimated relative 

effect (56). 
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6 SUBGROUP ANALYSIS 

6.1 Introduction 

Patients in a particular indication may vary in characteristics that affect the magnitude of the benefits of 

the new health technology, as well as the costs associated with its treatment. This variation in charac-

teristics is known in the literature as heterogeneity. Heterogeneity may influence the choice of treatment, 

as it is possible to select the treatment that most benefits the patient (or is most cost-effective) given 

their characteristics.  

The existence of heterogeneity may be due to different reasons, the most frequent being heterogeneity 

in relative treatment effect (i.e. modification of therapeutic effect) and heterogeneity in baseline risk, 

such as in risk of progression or risk of events. There may also be situations in which the baseline risk 

is correlated with the relative treatment effect (59). 

In most clinical trials and systematic reviews, treatment effects are not homogeneous across the in-

cluded population. Subgroup analyses allow these differences in response to treatment to be assessed, 

as well as other sources of heterogeneity, to enable greater personalisation in health decisions.  

These recommendations are intended to inform the pharmacotherapeutic assessment, and do not pre-

clude the assessment of other subgroups in the pharmacoeconomic assessment, in line with the rec-

ommendations of the pharmacoeconomic guidelines. 

6.2 Definition/ specification of subgroups 

The specification of subpopulations should comply with the criteria established by the assessment ma-

trix (PICO) (see section 2.2).  

Ideally, these subpopulations identified in the initial matrix would be assessed in separate studies, or 

studies designed to have adequate statistical power to study subpopulations within the same study. 

However, sometimes these subpopulations are included in the same study, and a subgroup analysis is 

performed by the MAH and/or research team to detect different treatment effects. When this happens, 

it is important to conduct an assessment of the credibility of the subgroup analysis in the evidence 

submitted (see section 6.4). 

Separation into subpopulations should be proposed if there are characteristics that are potential treat-

ment effect modifiers, preferably documented in previous studies in the same pathology (interaction 

term). Any definition of a subpopulation which is not explicitly provided for in the approved indication 

must be justified by the proponent of that subpopulation - either CATS or the applicant. If there is doubt 

about a potential effect modification that has not been studied previously, one may choose to note the 

subgroup effect that is intended to be checked in a footnote in the table of the initial assessment matrix. 

One should not propose to separate the population into subgroups just because there are different clin-

ical characteristics or prognostic factors, if this does not predictably influence the treatment effect. Divi-

sion into subgroups solely for clinical heterogeneity may even raise equity and/or ethical issues. For 

example, the use of age or age class may be appropriate if the effect of age is a modifier of treatment 

effect (e.g. less effective treatment in older patients) or disease progression. On the other hand, if age 

does not reflect an effect on treatment (or disease) its use may not be equitable and such considerations 

should be explicitly made when defining subgroups.  
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Subgroup analyses have important methodological limitations and often do not meet the necessary 

methodological criteria, leading to erroneous results (60). Randomised controlled trials are the preferred 

type of evidence for identifying treatment effect modifiers. Non-randomised evidence (e.g. large longi-

tudinal observational studies), may, however, be appropriate for the identification of other types of sub-

groups mentioned above, such as baseline risk and prognostic heterogeneity information. Regardless 

of the study design, sample size in subgroups is often small, and without statistical power to detect 

differences between groups in the same population, even if these differences exist.  

6.3 Recommendations for subgroup analysis - MAH perspective 

The use of a set of rules in subgroup analysis is recommended from the perspective of the MAH: 

o subgroup analyses should be defined before the study starts and should be limited to a small 

number of clinically relevant issues; 

o the study protocol should include information on how the subgroups were selected, and why they 

were selected; 

o the exact definitions and categories of the subgroup variables shall be defined explicitly from the 

outset. For continuous or categorical variables, the thresholds for analysis must be pre-defined; 

o the direction and magnitude of the expected effect on the subgroup should be defined a priori; 

o in the study design, consideration should be given to stratification of randomisation by important 

subgroup variables; 

o where important subgroup - treatment effect interactions are expected, the study should have 

sufficient statistical power to reliably detect such interactions; 

o the rules for stopping the study should take into account expected subgroup - treatment effect 

interactions and not just the overall treatment effect; 

o if the relative treatment effect is likely to be related to baseline risk, the analysis plan should 

include a stratification of outcomes according to the predicted risk. The model or risk score should 

be pre-selected so that the relevant baseline data are recorded; 

o the significance of the treatment effect in individual subgroups should not be reported, as the 

percentages of false positives and false negatives are extremely high. The only reliable statistical 

approach is to test the subgroup - treatment effect interaction, i.e. the correct analysis is not the 

statistical significance of the treatment effect in one or another particular subgroup, but whether 

the effect differed significantly between subgroups (subgroup - treatment effect interaction test). 

In epidemiological terms, interaction means effect modification. It is important to note that inter-

action testing should use relative measures of effect (relative risk or hazard ratio or odds ratio) 

and not absolute risk reduction. This is because the intrinsic property of the treatment is repre-

sented by the relative measures, which tend to be constant across different strata of absolute risk; 

o the statistical significance of treatment effect - subgroup interactions must be adequately adjusted 

for when multiple subgroup analyses are performed; 

o subgroup analyses should be reported as relative risk reductions and absolute risk reductions.  

o Ideally, only one outcome measure should be studied, preferably the primary outcome measure 

of the study; 
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o the comparability of prognostic factors between treatment groups should be confirmed in sub-

groups; 

o where multiple subgroups-treatment effect interactions are identified, additional analyses are re-

quired to verify that their effects are independent; 

o descriptions of the statistical significance of the treatment effect in individual subgroups should 

be ignored, especially reports of lack of benefit in a particular subgroup in a study in which overall 

benefit was observed, unless there is a significant subgroup-treatment effect interaction; 

o unexpected genuine subgroup treatment effect interactions are rare. Therefore, apparent interac-

tions that are discovered post hoc should be interpreted with care. In this case, no significance 

test is reliable; 

o pre-hoc subgroup analyses are not intrinsically valid and should be interpreted with caution. The 

probability of false positives increases with the number of tests and can be evaluated by the 

formula 1-(1-p)^c, where p is the significance level and c, the number of tests; 

o the best test of validity of subgroup interactions - treatment effect is its reproducibility in other 

studies; 

o few studies have the statistical power to detect subgroup effects, so the percentage of false neg-

ative interaction tests is high. If a genuine subgroup - treatment effect interaction exists, the prob-

ability of a false negative result with a formal test for interaction will be much higher than the 5% 

false positives seen in a study where there is no true interaction; 

o the uncertainty in the identified subgroups should be properly quantified and expressed in an 

appropriate manner (e.g. confidence interval, standard deviation). An adequate quantification of 

uncertainty in a subgroup analysis is usually achieved via analysis of patient-level data. Formal 

modelling (e.g. via regression models, meta-regression) facilitates establishment of subgroup-

treatment effect interactions, with estimation of parameter and between-parameter uncertainty. 

6.4 Assessing and rating the credibility of subgroup analyses  

Given the numerous limitations inherent in subgroup analysis, it is crucial to critically evaluate subgroup 

analyses in order to infer their degree of credibility. Thus, it is recommended to evaluate the credibility 

of subgroup analyses in two stages: 

o analysis of compliance with the criteria for assessing the credibility of a subgroup analysis; 

o rating the degree of credibility of the analysis from ‘extremely unlikely’ to ‘extremely plausible’.  
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Table 2: Criteria for assessing the credibility of subgroup analysis 

Criterion to be evaluated Y/N/U 

  Design 

1. Is the subgroup variable a characteristic measured after randomisation or at base-
line? 

 

2. Is the effect suggested by comparisons within the study more than between studies?  

3. Was the hypothesis specified a priori?  

4. Has a small number of hypotheses been tested?  

5. Was the direction of effect in the subgroup specified a priori?  

  Analysis 

6. Does the test for interaction suggest a low probability that the apparent effect of the 
subgroup is explained by chance? 

 

7. Is the effect of the subgroup independent?  

  Context 

8. Is the magnitude of the subgroup effect large?  

9. Is the interaction consistent between studies?  

10. Is the interaction consistent in the closely related outcome measures of the study?  

11. Is there indirect evidence to support the hypothetical interaction (biological rational)?  

Yes: Y=Yes; N=No; U=Unknown 

We suggest checking the 11 criteria in Table 2 to assess the credibility of a subgroup analysis. Note that 

the credibility assessment of subgroup analysis is not a dichotomous question, but one that results in a 

spectrum of credibility from ‘extremely unlikely’ to ‘extremely plausible’. We suggest adherence to the 

credibility assessment considered by the "User's Guide to the Medical Literature" (61) (62) considering 

that criteria 1, 3 and 9 are the most relevant for a correct assessment of the credibility of the subgroup 

analysis.  

If subgroup analysis is not credible, it is suggested to analyse the total study population if there is con-

fidence that the characteristic of the subgroup studied does not appear to be a modifier of the treatment 

effect. If this analysis is not feasible or if there is doubt about a potential effect modification, it will not be 

possible to assess the additional benefit of the drug in the subpopulation in question. This conclusion 

may or may not lead to a restriction of the indication under assessment. 

6.5 Conclusions 

o Patients in an indication may vary in characteristics that affect the magnitude of the benefits of 

the new medicinal product as well as the costs associated with its treatment; 

o From the perspective of the MAH, rules should be followed to define subgroup analyses in order 

to present more credible analyses;  
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o From the perspective of the evidence assessment group, the subgroup analysis submitted should 

be analysed and graded as to its credibility according to the 11 criteria set out in Table 2, on a 

continuum between ‘extremely unlikely’ and ‘extremely plausible’. 

o Subgroup analyses are exploratory analyses to identify effect modifiers, or sensitivity of out-

comes, conditioned on their degree of credibility. 
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7 PARTICULAR ASPECTS IN BENEFIT ASSESSMENT 

7.1 Impact of study outcomes not published in the conclusions 

An essential prerequisite for the validity of a benefit assessment is the full availability of the results of 

studies conducted on a topic. An evaluation based on incomplete or possibly even selectively compiled 

data may produce biased results. 

Additionally, the biases resulting from publication bias and outcome reporting bias have been compre-

hensively described in the literature. To minimise the consequences of this problem, it is recommended 

that the information search, in addition to including a search in bibliographic databases, should also 

include, for example, searching international platforms of trial records (see section 3.4). 

7.2 Dramatic effect 

If the course of a disease is certainly or almost certainly predictable, and no treatment options are avail-

able to influence this course, proof of a benefit of a medical intervention can also be provided by the 

observation of a reversal of the (more or less) deterministic course of the disease in well-documented 

case series of patients. If, for example, it is known that a disease is highly likely to lead to death within 

a short period of time after diagnosis, and it is described in a case series that, after the application of a 

specific intervention, most of those affected survive for a long period of time, this ‘dramatic effect’ may 

be sufficient to provide proof of a benefit. An example of this effect is the replacement of vital hormones 

in diseases with a lack of hormone production (e.g. insulin therapy in patients with Type 1 diabetes 

mellitus). An essential prerequisite for classification as a ‘dramatic effect’ is sufficiently reliable docu-

mentation of the fatal course of the disease in the literature and of its diagnosis in the patients included 

in the study being assessed. In this context, possible harm from the intervention should also be taken 

into consideration. Empirical data suggest that an observed relative risk of five to ten cannot be ex-

plained by confounding factors alone. If, in the period leading up to the assessment, there is sufficient 

information available indicating that a dramatic effect caused by the intervention being assessed can be 

expected (e.g. due to a preliminary literature search), the assessment should include those studies that 

demonstrate greater certainty in the results due to their design. 

7.3 Duration of study 

The duration of the study is an essential criterion in the selection of studies relevant to benefit assess-

ment. In evaluating a therapeutic intervention for acute diseases, where the primary objective is, for 

example, to reduce the duration of the disease and alleviate acute symptoms, it makes no sense to 

require long-term studies unless late complications are expected. On the other hand, in the assessment 

of therapeutic interventions for chronic diseases, short-term studies are usually not adequate to obtain 

a complete assessment of the benefits of the intervention. This applies especially if the treatment is 

necessary for several years, or even lifetime. In such cases, studies covering a treatment period of 

several years are particularly relevant and desirable. As benefits and harm can be distributed differently 

over time in long-term interventions, comparing the benefits and harm of an intervention is only possible 

with sufficient certainty if studies of sufficient duration are conducted. 
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8 SUPERIORITY, NON-INFERIORITY, AND EQUIVALENCE STUDIES: 

DEFINITIONS AND CRITERIA FOR CHANGING OBJECTIVES 

8.1 Introduction 

Evidence of efficacy can be obtained from different types of controlled studies. Superiority studies seek 

to show that an intervention is superior to a control (placebo, no treatment, lower dose of intervention). 

Another type of study is one that compares the intervention with an active treatment (active control). 

Although this type of study can also aim to demonstrate superiority, it often aims to show that the differ-

ence between the new treatment and the active control is small and that, based on its performance in 

previous studies and the assumed efficacy of the active control in the current study, it is possible to 

conclude that the new intervention is also effective. However, the design and interpretation of the results 

of these studies pose specific challenges, so it is necessary to set out some considerations in this re-

gard. 

8.2 Demonstration of equivalence 

One of the most frequent serious errors in interpreting medical data is to classify a non-significant result 

of a significance test as evidence that the null hypothesis is true. 

To demonstrate ‘equivalence’, methods that allow the hypothesis of equivalence to be tested must be 

used, i.e. the study must have an equivalence design that allows the absence of a significant difference 

between treatments to be confirmed (for example, that the mean value of the difference between 2 

groups is exactly zero). 

This objective is obtained through the calculation and observation of confidence intervals, since the use 

of statistical tests is not possible. At the time of protocol development, it is necessary to define a margin 

(Δ) of clinical equivalence by defining the largest difference that is clinically acceptable, such that a 

larger difference would be relevant in clinical practice. The two treatments are considered equivalent if 

the 95% confidence interval (two-sided), which defines the range of plausible differences between the 

two treatments, is within the interval - Δ to + Δ. In practice, what is shown is not the existence of exact 

equivalence (that the difference between the mean values of the 2 groups is exactly zero), but that the 

difference between the two groups is irrelevant. As with superiority studies, the sample size in equiva-

lence studies at the time of protocol preparation must be estimated. 

In the case of bioequivalence studies, 90% confidence intervals of the difference between treatments 

has been accepted as the standard, in the evaluation of the mean values of pharmacokinetic parame-

ters. In the case of an inhaled generic or a topically applied product, where bioequivalence studies are 

impossible, it is acceptable to carry out clinical bioequivalence studies using 95% confidence intervals. 

When the 95% confidence interval defining the range of plausible differences between the two treat-

ments is one-sided, the study is referred to as non-inferiority. 

8.3 Demonstration of non-inferiority 

Non-inferiority studies aim to demonstrate that the effect of the new treatment is not inferior (meaning 

that it may have the same or more efficacy) to the effect of the existing treatment, by a specified value, 

called the margin (Δ) of non-inferiority. As mentioned, the confidence intervals approach also applies 

here, but now we are only interested in assessing the possible difference in a single direction. Thus, the 

95% confidence interval (two-sided) of the difference between treatments should be completely to the 
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right of the value - Δ. The statistical test is given by comparing the upper bound of the (two-sided) 

confidence interval for the comparison of the two treatments with the margin previously specified. If the 

upper bound of the confidence interval is less than the margin, non-inferiority is established. 

As noted above, non-inferiority studies are sometimes erroneously referred to as equivalence studies, 

representing a source of confusion. 

8.4 One-sided and two-sided confidence intervals 

According to the ICH E9 Note for Guidance (63,64), two-sided 95% confidence intervals should always 

be used in all clinical studies regardless of their objective. If one-sided confidence intervals are used, 

they should be used to cover a 97.5% probability. In the special case of bioequivalence studies, the use 

of bilateral 90% confidence intervals have been recommended. 

One possibility for setting the margin (Δ) is to establish a value equal to the known effect of the existing 

treatment compared to placebo, based on previous randomised trials. With this choice of margin, and 

assuming that the drug under assessment reaches this level of efficacy in the non-inferiority study, non-

inferiority means that the test drug has an effect greater than 0. However, a usual choice is to establish 

that the margin (Δ) is equivalent to a clinically relevant portion of the known existing treatment effect 

relative to placebo, namely the portion of the control treatment effect that is important to preserve in the 

drug under assessment, based on clinical judgement. 

8.5 Superiority studies 

Superiority studies are designed to detect a difference between treatments, and the demonstration of 

superiority is made through the use of a test of statistical significance. The test of statistical significance 

tests the null effect, i.e. hypothesises that there are no differences in clinical effects between two treat-

ments. The degree of statistical significance (p-value) indicates the probability that the observed differ-

ence occurred by chance in the hypothesis that, in reality, there is no difference between treatments. 

However, results should not simply be reported as having or not having ‘statistical significance’ but 

should be interpreted in the context of the type of study and the associated risk of bias. 

Once the hypothesis of non-difference between treatments is found to be untenable as unlikely (a p 

<0.05 indicates that this probability is less than 5%), it is important to estimate the magnitude of the 

difference to assess whether this magnitude is clinically relevant. To this end, it is necessary to calculate 

the best estimate of the magnitude of the difference between treatments, usually called point estimate, 

which, in normally distributed data, corresponds to the difference in mean values of the efficacy measure 

used. The confidence interval should also be calculated, which corresponds to the range of plausible 

values of the true difference. This interval should not include the null effect, which is zero if the effect 

size is a continuous variable (e.g. the standardised mean difference), or one in the case of ratios (risk 

ratio, odds ratio or hazard ratio), because the null hypothesis (zero difference between treatments) has 

already been rejected. Thus, the following statements are considered equivalent: the 95% confidence 

interval of the difference between treatments excludes the null value and the two values are statistically 

different at the 5% two-sided significance level (p <0.05). 

In superiority studies, assessing whether a difference between treatments with statistical significance is 

clinically relevant requires a posteriori value judgement. In contrast, in equivalence and non-inferiority 

studies, clinical relevance is defined in advance, at the time of designing the study protocol, by defining 

the Δ (non-inferiority margin [-Δ] or equivalence margin [±Δ]). 
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8.6 Relevance of Δ pre-definition in non-inferiority and equivalence studies 

The demonstration of ‘equivalence’ or ‘non-inferiority’ depends on the Δ value selected which should 

represent the maximum acceptable difference for the objective of interest. It is important to note that, 

upon inspection of the data, it is always possible to select a value of Δ that leads to the conclusion of 

‘equivalence’ or ‘non-inferiority’. 

Since the choice of Δ always requires clinical judgment, there is always a risk of bias in this choice, but 

this risk increases exponentially if Δ is selected after inspection of the data. Thus, the selection of Δ 

should always be made at the time of designing the study protocol and justified based on plausible 

arguments. 

8.7 Relevance of pre-definition of the study as superiority, non-inferiority 

or equivalence 

According to the guidelines set out by the European Medicines Agency (EMA) in the Committee for 

Proprietary Medicinal Products (CPMP) document "Points to consider on switching between superiority 

and non-inferiority" (65), pre-definition of the study as superiority, non-inferiority, or equivalence is es-

sential for the following reasons: 

▪ ensures that comparators, doses of medicinal products, populations to be included, 

and outcome measures are appropriate; 

▪ allows the estimation of the sample size to be based on appropriate calculations of 

statistical power; 

▪ ensures that the criteria of equivalence or non-inferiority are pre-defined; 

▪ allows the protocol to describe in detail the appropriate statistical analysis; 

▪ ensures that the study has sufficient sensitivity to achieve its objectives. 

8.8 Is it possible to change the purpose of a comparison? 

The change between superiority and non-inferiority is the only change with practical relevance. Equiva-

lence studies are so specific that there is no possibility of change, either between equivalence and 

superiority or between equivalence and non-inferiority. 

8.9 Interpreting a non-inferiority study as a superiority study 

Where the entire 95% confidence interval of the difference between treatments is not only to the right of 

- Δ but also to the right (above) of the null value (zero in the case of continuous variables, and one in 

the case of ratios), there is evidence of superiority in terms of statistical significance at the 5% level (p 

<0.05). In this case it is acceptable to calculate the p-value associated with a superiority test (statistical 

significance test) and assess whether it is statistically significant. The interpretation of this test is not 

affected by the multiplicity problem (type I error), since it corresponds to a single statistical test of sig-

nificance. 

Thus, according to the EMA CPMP it is possible to change the objective from a non-inferiority study to 

a superiority study provided that: 
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▪ the study has been designed and conducted in accordance with the requirements of a 

non-inferiority study; 

▪ the p-values for superiority are given; 

▪ the study has been analysed according to the intention-to-treat principle. 

8.10 Interpretation of a superiority study as a non-inferiority study 

If a superiority study does not show a statistically significant difference between treatments, there could 

be interest in a lower endpoint for establishing non-inferiority. If the difference between treatments in a 

superiority study is presented as a confidence interval, the lower bound of the confidence interval pro-

vides an estimate of the minimum effect of the new treatment relative to the comparator. If the study 

protocol defines a non-inferiority margin deemed acceptable, changing the study objective from superi-

ority to non-inferiority is possible and acceptable. 

In superiority studies where the non-inferiority margin was not defined at the time of protocol design, it 

is not acceptable to change the study objective since, upon inspection of the data, it is always possible 

to select a value of Δ that leads to the conclusion of equivalence or non-inferiority. Thus, a post hoc 

definition of Δ is associated with a high risk of bias and is therefore not acceptable. 

Thus, a superiority study where the test of significance for the difference between treatments showed 

no statistical significance, if you have not defined the non-inferiority margin at the time of protocol design, 

should be considered only as a negative superiority study, and it is not acceptable to change the objec-

tive from superiority to non-inferiority. 

However, changing the purpose of a study from superiority to non-inferiority may be feasible provided 

the following requirements are met, as recommended by EMA: 

▪ the margin of non-inferiority in relation to the control treatment has been predefined or 

can be justified; 

▪ analyses according to the intention-to-treat principle and according to protocol, with 

confidence intervals and p-values for the null hypothesis of inferiority, show similar 

results; 

▪ the study was properly designed and conducted in accordance with the requirements 

for non-inferiority studies; 

▪ the sensitivity of the test is sufficiently high to ensure that it is capable of detecting 

relevant differences, if any; 

▪ there is direct and indirect evidence that the control treatment demonstrates its usual 

level of efficacy. 
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9 ASSESSMENT OF THE QUALITY OF EVIDENCE 

9.1 Assessment of risk of bias by study 

The assessment of the quality of evidence should begin by evaluating the risk of bias for each of the 

studies included in the intervention assessment. Six domains are used to assess the risk of bias for 

each study: lack of random sequence generation, lack of allocation concealment, lack of blinding (par-

ticipants, investigators and adjudicators of outcome measures), incomplete accounting of patients and 

outcome events, selective reporting of outcome measures and other sources of bias (e.g. stopping early 

for benefit, use of unvalidated outcome measures, carryover effects in crossover trial). 

The rating of the risk of bias of each study should be explained in detail for each of the six domains 

mentioned above and, for the set of studies assessed, it is recommended that it be summarised using 

a table and/or a bar chart (66).  

9.2 Assessment of quality of evidence (certainty of evidence) in 

conventional meta-analysis 

The methodology described here is essentially applicable in the context of conventional meta-analysis 

and is not generally applicable in the context of network meta-analysis. However, in situations of simple 

networks, as is the case with Bucher's method (40), this methodology can also be applied. 

The quality of evidence for each comparison should be assessed, for each outcome measure, but the 

final rating should refer to the set of studies assessed. ‘Quality’ reflects our confidence that the effect 

estimates are correct.  

The quality of the evidence should be rated into 4 levels: high, moderate, low or very low. This rating 

applies not to individual studies, but to each comparison (certainty of evidence) and to each outcome 

measure. In the initial assessment, evidence from randomised trials included in each comparison starts 

as high-quality evidence, but this initial rating may be reduced by five factors (risk of bias, imprecision, 

heterogeneity, indirectness and publication bias). Details on the methodology to be used for assessing 

the quality of evidence will be described in points 9.2.2 to 9.2.6. The rating of the quality of evidence 

allows the certainty of results to be ranked: 

▪ high quality means high certainty of results (meaning: we are very confident that the 

true effect is very close to the effect estimates); 

▪ moderate quality means moderate certainty of results (meaning: we are moderately 

confident in effect estimation. The true effect is likely to be close to the estimated effect, 

but there is a possibility that it may be substantially different); 

▪ low quality means low certainty of results (meaning: our confidence in effect estimates 

is limited. The true effect may be substantially different from the effect estimate); 

▪ very low quality means very low certainty of results (meaning: our confidence in effect 

estimates is very limited. The true effect may be very different from the effect estimate). 

9.2.1. Rating the overall  quality of evidence 

The previous conclusions obtained separately for each outcome measure are then summarised in an 

overall rating of confidence in estimates of effect. 
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In this final assessment, in general, the rating assigned to the quality of the overall evidence is the same 

as that assigned to the ‘critical’ outcome measure that provides the lowest confidence. 

9.2.2. Rating the quality of evidence: risk of bias 

The quality of evidence based on randomised studies is initially rated as high but may be reduced by 

the five factors mentioned above. Note that the evidence quality rating does not refer to individual stud-

ies, but to each outcome measure used in each comparison (assessment for each outcome measure), 

this being the basis for a subsequent overall quality assessment (for all outcome measures). 

The first factor (risk of bias) results from methodological problems in the design or conduct of the study 

and includes a set of five methodological problems:  

▪ Lack of allocation concealment: the investigators have prior knowledge of the group to 

which the next included patient will be allocated; 

▪ lack of blinding (participants, investigators and adjudicators of outcome measures): 

patients, investigators, those recording outcome measures, those adjudicating out-

come measures, and/or those analysing the data are aware of the arm to which pa-

tients are allocated (or the medication they are currently receiving in the case of a 

crossover study); 

▪ incomplete accounting of patients and outcome events: loss of patients for follow-up 

and non-adherence to the intention-to-treat principle in superiority studies. Historically, 

methodologists have suggested arbitrary thresholds for acceptable loss to follow-up 

(e.g. less than 20%). However, the significance of a loss to follow-up depends on the 

relationship between loss to follow-up and number of events. As a general rule, the 

greater the difference between the percentage loss to follow-up and the percentage of 

events in the intervention and control groups, the greater the risk of bias. For example, 

if the events are 2% and 4% in the intervention and control groups, a loss to follow-up 

of 5% is of concern; 

▪ selective reporting of outcome measures: incomplete or absent reporting of some out-

come measures influenced by results. To assess this domain, protocols recorded in 

clinical trial databases (e.g. https://clinicaltrials.gov) should be analysed and it should 

be assessed whether all recorded outcome measures were analysed; 

▪ other limitations: early termination of the study for benefit, use of non-validated surro-

gate outcome measures, etc.). Empirical evidence suggests that studies stopped early 

for benefit overestimate the treatment effect (67). 

In the initial rating of the quality of evidence, it should be kept in mind that this is a specific assessment 

for each outcome measure, so the impact of these methodological problems on each of these measures 

may vary substantially. The risk of bias due to lack of treatment blinding or lack of allocation concealment 

is higher in studies with subjective outcome measures. For example, the lack of treatment blinding is 

not a serious problem if the outcome measure to be assessed is overall mortality, so in this case the 

quality rating should not be reduced. 

For each comparison, and for each outcome measure, the quality of the evidence should be reduced by 

one level (to moderate), or two levels (to low), if it is considered that there are serious or very serious 

limitations, respectively. 
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However, if the serious limitations are not at the level of the outcome measure, but at the level of an 

individual study, the possibility of excluding that study from the assessment process should be consid-

ered. Note that in the case of network meta-analysis comparisons this exclusion may disconnect the 

network. 

9.2.3. Rating the quality of evidence: imprecision 

For each outcome measure, the main criterion for assessing precision is the 95% confidence interval 

around the estimate of the relative treatment effect. Conceptually, the 95% confidence interval can be 

interpreted as the interval within which, in 95% of cases, the true value lies. In assessing the quality of 

evidence, the question is whether the confidence interval around the estimate of the relative effect of 

the intervention is sufficiently narrow. 

Randomisation allows prognostic variables to be balanced in the intervention and control groups. How-

ever, this equilibrium is only achieved if the sample size is large enough. Large treatment effects in the 

presence of a small sample size may simply be the result of an imbalance of prognostic variables be-

tween treatment groups even in randomised trials with results with narrow confidence intervals. 

Thus, to assess whether the results are sufficiently precise, the following two criteria should be used 

cumulatively: 

▪ the 95% confidence interval is sufficiently narrow and excludes the null effect; 

▪ the number of participants included in the studies under review is equal to or greater 

than the ‘optimal information size (OIS)’. The OIS is obtained by calculating the number 

of patients needed to be included in a study with sufficient statistical power. It is basi-

cally a question of estimating the sample size of a study with sufficient statistical power.  

▪ If the criteria defined in the two previous paragraphs are not cumulatively fulfilled, the 

quality rating of the evidence should be reduced due to imprecision. 

9.2.4. Rating quality of evidence: inconsistency 

The criteria used here to establish the existence of ‘inconsistency’ refer to relative measures (relative 

risk, risk ratio or odds ratio), not absolute measures, and apply in the context of a pairwise meta-analysis. 

The rating of the quality of evidence may be reduced by the presence of inconsistency but is not in-

creased by its absence. 

A set of four criteria should be used to assess inconsistency in the context of a pairwise meta-analysis: 

▪ effect estimates vary substantially between studies; 

▪ the confidence intervals do not show any overlap or only a minimal overlap; 

▪ statistical tests for heterogeneity (usually the Q-test) – which test the null hypothesis 

that all studies included in a meta-analysis show the same effect magnitude – show a 

significant P value; 

▪ I2 has a high value. The value of I2 can vary between 0 and 100%. I2 tells us what 

proportion (%) of the variance of the observed effects reflects the variance of the true 

effects [and therefore does not result solely from sampling error, where I2 would be 

0%]. 
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If using the previous criteria, one comes to the conclusion that the results present problems of incon-

sistency, the rating of the quality of evidence should be reduced by one or two levels. 

9.2.5. Rating the quality of evidence: indirectness 

The evidence may not be directly relevant in three ways: 

▪ the study population is different from the population of interest; 

▪ the intervention tested is different from the intervention of interest; 

▪ the outcome measures are different from the outcome measures of interest, for exam-

ple, the use of surrogate outcome measures. 

The possible impact of non-directly relevant evidence (different populations or interventions and use of 

surrogates) on outcomes should be assessed and a decision made on whether to downgrade the quality 

of evidence. 

9.2.6. Rating quality of evidence: selective reporting of outcome 
measures 

Selective reporting of outcome measures is defined as the selection of only a portion of the initially 

defined variables, based on the results, for inclusion in the published report of the study. Selective re-

porting of outcome measures can arise in a number of ways, some affecting the study as a whole and 

others related to specific outcome measures: 

▪ selective omission of some outcome measures in the report: in this case, only some 

of the outcome measures analysed are included in the report. If the choice is based 

on the outcomes and in particular on the statistical outcome, the corresponding (meta-

analytical) estimates are likely to be biased as well; 

▪ selective choice of data for an outcome measure: for each specific outcome measure, 

there may be different times when that outcome measure was observed, or different 

instruments may have been used to measure the outcome measure at a particular time 

(e.g. different scales); 

▪ selective reporting of analyses using the same data: there are multiple different ways 

to analyse the effect of treatment on an outcome measure. Changing the analysis from 

that initially planned to other forms of analysis may bias the results; 

▪ incomplete reporting of data: sometimes data are reported incompletely, for example, 

in a way that does not allow inclusion in a meta-analysis. 

The effect measures reported should be compared with the effect measures provided in the study pro-

tocol. The failure to report the treatment effect of pre-specified outcome measures in the study protocol 

in the study report indicates the existence of selective data reporting. The absence of treatment effect 

data on outcome measures considered key in the context under assessment should also be considered 

an indication of selective data reporting. 

9.3. Quality of evidence assessment in network meta-analysis 

The assessment of the quality of evidence based on a network meta-analysis, due to its complexity, 

requires specific assessment methods, which take into account the fact that the estimates for each pair 
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of interventions may be based on direct and indirect evidence and the complexity of the network struc-

ture.  

The CiNeMA (Confidence in Network Meta-Analysis) (68,69) and Threshold analysis (70) (71) methods 

take into account the mixed nature (direct and indirect) of the evidence and incorporate the influence of 

each study on the final estimate. The quality of each study is not directly related to its contribution to the 

final outcome. For example, a high-quality study may have little influence on the final estimates of the 

network meta-analysis or vice versa (72). 

CiNeMA or threshold analysis methods should be used to describe the confidence in the results of 

network meta-analyses.  

The CiNeMA method considers six criteria: risk of within-study bias, risk of selective outcome measure 

reporting bias, indirect evidence, inaccuracy, heterogeneity and incoherence/ inconsistency.  

It is therefore important to mention the following: 

▪ the contributions matrix, which describes the percentage of information that each study 

contributes to the results of the network meta-analysis, is used to produce (semi-auto-

matic) rankings of the risk of bias and indirect evidence (69);  

▪ unlike the GRADE methodology, classifications are not used to judge imprecision, het-

erogeneity and inconsistency criteria, but the impact of these fields on the clinical de-

cision is assessed; 

▪ the CiNeMA method is implemented using the R software (package netmeta) (73) so 

it is only applicable to network meta-analyses performed using the Rücker (2012) fre-

quentist method (74). 

Threshold analysis quantifies the extent to which the evidence could be changed (for example, due to 

bias adjustments or sampling variation) without changing the recommendation and identifies what the 

new recommendation is if the evidence falls outside the calculated thresholds.  

The impact of threshold analysis is highlighted below: 

▪ threshold analysis should be performed for each study included in the meta-analysis, 

and for each relative effect calculated by the meta-analysis; 

▪ threshold analysis is implemented in R software (nmathresh) (75) and can be used to 

evaluate frequentist or Bayesian analyses; 

▪ the result of the network meta-analysis is considered robust if it is considered unlikely 

that the evidence might fall outside the calculated thresholds; otherwise, the result is 

sensitive to likely changes in the evidence; 

▪ if there are studies identified as likely to alter the recommendations of the network 

meta-analysis, they should be inspected in detail to determine the plausibility of 

changes to their estimated effect beyond the calculated thresholds, taking into account 

the risk of bias and relevance of the study to the population under assessment; 

▪ the assessment group is normally only interested in comparisons of the technology 

under assessment with the comparators in use. The thresholds calculated for these 

comparisons should be inspected in detail to determine the plausibility of changes in 

these effects beyond the calculated thresholds, taking into account the quality of the 

studies making up the network. 
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10 ADDED THERAPEUTIC VALUE 

10.1. Introduction 

According to Decree-Law No. 97/2015, in its current wording, paragraph 1 of Article 14 and paragraph 

3 of Article 25, the co-payment/reimbursement of medicines requires, cumulatively, the technical-scien-

tific demonstration of therapeutic innovation or therapeutic equivalence and the demonstration of their 

economic advantage, for the therapeutic indications claimed. 

According to paragraph 6 of Article 14 and paragraph 7 of Article 25 of the same statute, the MAH for 

the medicinal product has the burden of proving its efficacy, added therapeutic value or therapeutic 

equivalence and economic advantage. 

The assessment of a health technology used to treat a given indication includes the assessment of the 

additional benefit of that health technology compared to therapeutic alternatives commonly used in clin-

ical practice to treat that same indication. When added benefit is demonstrated, it is considered to be a 

technical-scientific demonstration of added therapeutic value. 

10.2. Criteria for demonstrating added therapeutic value 

The assessment process compares the treatment effect of the health technology under evaluation, with 

the treatment effect of the comparators, on a set of outcome measures that were defined in the scoping 

phase (see section 2.2).  

The outcome measures used should be relevant to the patient. For this purpose, patient-relevant refers 

to how a patient feels, functions or survives, meaning mortality, morbidity (symptoms and complications), 

duration of illness, quality of life, and safety.  

Non-clinical outcome measures may be used as substitutes for clinical outcomes (surrogate measures), 

provided they have been previously validated. In the case of using surrogate measures, the company 

must submit evidence to demonstrate their validation.  

Measures selected in the scoping phase to evaluate the effect of treatments are scored between one 

and nine, depending on the degree of importance assigned to them by the assessors, with a score of 

one to three for measures that are not important, four to six for measures that are important but not 

critical, and seven to nine for measures that are critical. This score makes it possible to prioritise efficacy 

measures and safety measures according to the importance attributed to them. It is recommended that 

clinical effect measures [mortality, morbidity (symptoms and complications), duration of illness, quality 

of life] be rated as critical, and that surrogate effect measures be rated as non-critical (score less than 

seven). 

For each comparison (for this purpose ‘comparison’ means comparison of treatment effect between two 

drugs or therapeutic regimens), the treatment effect on outcome measures should be assessed, using 

the measures selected in the scoping phase. Thus, it follows from this assessment that, for each com-

parison, there will be an estimate of the relative treatment effect on each of the selected outcome 

measures. For each outcome measure, it is thus possible to determine whether the treatment effect of 

the drug under assessment presents superiority or not, in relation to each comparator. 

It is then necessary to summarise these results in order to express the overall effect.  

For each comparison, the conclusion of superiority of one intervention over the other, is based on the 

relative treatment effect on the outcome measure to which greater importance has been attributed. In 
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case there are several outcome measures with the same score of importance, the treatment effect esti-

mate whose result is most reliable should be used, among the measures with the highest importance 

score. In case there are several outcome measures that meet these criteria (equal in score of importance 

and credibility of estimates of effect), the determination of the existence or not of superiority in global 

terms, is made using the estimates of the relative treatment effect observed on these outcome 

measures, being the existence or not of superiority presented descriptively (treatment effect on the out-

come measures with the highest importance score, and that are equal in importance score and credibility 

of estimates of effect) in case of divergence. 

Estimates of the treatment effect on the other outcome measures rated as critical, are valued in order 

to strengthen or weaken the conclusions on superiority, determined by the treatment effect on the high-

est scoring and most credible outcome measure, but are not used, on their own, to determine the exist-

ence or non-existence of superiority. 

It may happen that a surrogate effect measure, initially rated as important but not critical, is found to be 

determinant for the direction of the recommendation because of the absence of treatment effect data on 

clinical outcome measures. In this case, this surrogate measure may be rerated and given the appro-

priate score and degree of importance provided that this surrogate measure has been previously vali-

dated. 

10.3. Drafting of conclusions on added therapeutic value 

In order to determine the added therapeutic value, and based on the scientific analysis of the available 

data, it is recommended that conclusions be expressed based on the degree of certainty of the results: 

‘proof’ (high certainty of results when the quality of evidence is high), ‘indication’ (moderate certainty of 

results when the quality of evidence is moderate), ‘hint’ (low certainty of results when the quality of 

evidence is low), or none of the above when no data is available or the quality of evidence is very low. 

The outcome of the assessment of whether there is added therapeutic value should be expressed in 

one of the following ways: there is proof, indication or hint of added therapeutic value of an intervention. 

10.4. Criteria for determining 'therapeutic equivalence' 

The following scenario may result from the assessment described above: for each comparison, the 

overall treatment effect shows that the treatment under assessment is not superior to the comparator, 

but the Committee was convinced of the beneficial effect of the drug, so, using this criterion alone, it 

would recommend its funding. In these cases, ‘therapeutic equivalence’ is considered to exist for pricing 

purposes.  

10.5. Criteria for not recommending co-payment / funding 

The following scenario may result from the assessment described above: for each comparison, the 

overall treatment effect shows that the treatment under assessment is not superior to the comparator, 

and the Committee was not convinced of the beneficial effect of the drug. In such cases, the Committee 

recommends that health technology should not be funded.  

If the described assessment does not provide data to conclude that the treatment is superior to the 

comparator and the Committee is not convinced of the beneficial effect of the drug, the Committee will, 

also in these cases, recommend not to fund the health technology. 
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10.6. Rating the magnitude of added therapeutic value 

To rate the magnitude of the added therapeutic value it is recommended that the estimate of the overall 

treatment effect and its confidence interval be taken into account, using the upper limit of the 95% con-

fidence interval and the thresholds defined in the Table below, and be classified in one of the following 

ways:  

▪ substantial added therapeutic value (major);  

▪ moderate added therapeutic value; 

▪ marginal added therapeutic value (minor);  

▪ non-quantifiable added therapeutic value.  

Binary outcome measure: The determination of the extent of added therapeutic value should take into 

account the quality of evidence regarding the effect of treatment on the outcome measure, and be based 

on relative risk taking into account Table 3 and Table 4.  

Time to event: The 95% confidence interval of the hazard ratio is required to determine the extent of 

the treatment effect in the case of outcome measures assessed by ‘time to event’. If there is a meta-

analysis of several studies in which the outcome measure is time to event, the hazard ratio should be 

used. The same thresholds as Table 3 and Table 4 shall be used to determine the extent of the added 

therapeutic value. If there is no risk ratio or it is not calculable, the possibility of calculating a relative risk 

should be considered. Where appropriate, the relative risk shall be calculated on a given date.  

Magnitude of Added Therapeutic Value: it is not always possible to quantify the magnitude of the 

added therapeutic value at the level of the outcome measure or at the overall level. For example, if a 

statistically significant effect is observed in a surrogate measure, but there is no confidence data on the 

treatment effect on a patient-relevant outcome measure, it will not be possible to quantify the magnitude 

of the treatment effect. In this case, the added therapeutic value will be considered as ‘non-quantifiable’. 

This same classification applies to cases of immature analyses, in which the treatment effect estimate 

may be overestimated. 
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Table 3: Rating the magnitude of added therapeutic value (qualitative) 

 

 
 

Outcome category 

 
 

Overall mortality 

Symptoms (or late 

complications) and seri-

ous (or severe) adverse 

events 

Health-related quality 

of life 

Symptoms (or late 

complications) and non-

serious (or non-severe) 

adverse events 

Ex
te

n
si

o
n

 c
at

e
go

ri
e

s 

Substantial (major) 
Major improvement in a sustained way in 
the measure of benefit assessment, which 
was not previously achieved in relation to 
the appropriate comparator 

Important (major) in-

crease in survival time 

Suppression or pro-

longed avoidance 
Major improvement Not applicable 

Moderate 
Marked improvement in the measure of 
benefit assessment, which was not previ-
ously achieved relative to the appropriate 
comparator 

Moderate increase in 

survival time 

Suppression or pro-

longed avoidance 

Important improve-

ment 
Important avoidance 

Marginal (minor) 
Moderate and not only marginal im-
provement in the measure of benefit as-
sessment, which was not previously 
achieved relative to the appropriate com-
parator 

Any increase in survival 

time 
Any reduction Relevant improvement Relevant avoidance 
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Table 4: Rating the magnitude of added therapeutic value (quantitative) 

                            
 

Outcome category 

 
 

Overall mortality 

Symptoms (or late compli-

cations) and serious (or se-

vere) adverse events 

Symptoms (or late complications) and non-serious (or non-

severe) adverse events 

Ex
te

n
si

o
n

 c
at

e
go

ri
e

s 

Substantial (major) 
Major improvement in a sustained way in 
the measure of benefit assessment, which 
was not previously achieved in relation to 
the appropriate comparator 

0.85 
0.75 

and risk ≥5% 
Not applicable 

Moderate 
Marked improvement in the measure of 
benefit assessment, which was not previ-
ously achieved relative to the appropriate 
comparator 

0.95 0.90 0.80 

Marginal (minor) 
Moderate and not only marginal im-
provement in the measure of benefit as-
sessment, which was not previously 
achieved relative to the appropriate com-
parator 

1.00 1.00 0.90 

The values in the Table refer to an upper threshold below which the 95% confidence interval of the relative risk should lie. The estimated 95% confidence interval of the relative risk should be below 

(furthest from 1) the defined threshold, i.e. the upper limit of the confidence interval should be below the defined threshold. For example, in relation to overall mortality, for the added therapeutic value 

to be considered disruptive, the upper bound of the 95% confidence interval of the relative risk must be at least 0.84, i.e. the reduction in relative risk of death relative to the appropriate comparator 

must be included in a 95% confidence interval whose upper bound is 16% or less (0.84). 

 

Source: Modified from Ref. (IQWiG General Methods – Benefit assessment. Available at https://www.iqwig.de/en/about-us/methods/methods-paper/     
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